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Port-Hamiltonian modeling and control of a fluid-structure system
Application to sloshing phenomena in a moving container coupled to a flexible structure

Abstract — This thesis is motivated by an aeronautical issue: the fuel sloshing in tanks
of very flexible wings. The vibrations due to these coupled phenomena can lead to prob-
lems like reduced passenger comfort and maneuverability, and even unstable behavior. This
thesis aims at developing new models of fluid-structure interaction based on the theory of
port-Hamiltonian systems (pHs). The pHs formalism provides a unified framework for the
description of complex multi-physics systems and a modular approach for the coupling of
subsystems thanks to interconnection ports. Furthermore, the design of controllers using pHs
models is also addressed.

PHs models are proposed for the equations of liquid sloshing based on 1D and 2D Saint
Venant equations and for the equations of structural dynamics. The originality of the work
is to give pHs models of sloshing in moving containers. The interconnection ports are used to
couple the sloshing dynamics to the structural dynamics of a beam controlled by piezoelectric
actuators. After writing the partial differential equations of the coupled system using the
pHs formalism, a finite-dimensional approximation is obtained by using a geometric pseudo-
spectral method that preserves the pHs structure of the infinite-dimensional model at the
discrete level. The thesis proposes several extensions of the geometric pseudo-spectral method,
allowing the discretization of systems with second-order differential operators and with an
unbounded input operator. Experimental tests on a structure made of a beam connected to a
tank were carried out to validate both the pHs model of liquid sloshing in moving containers
and the pseudo-spectral semi-discretization method. The pHs model was finally used to design
a passivity-based controller for reducing the vibrations of the coupled system.

Keywords: port-Hamiltonian systems, sloshing, fluid-structure interactions, geometric
semi-discretization, passivity-based control.



Modélisation et commande d’interaction fluide-structure sous forme de
système Hamiltonien à ports

Application au ballottement dans un réservoir en mouvement couplé à une structure
flexible

Résumé — Cette thèse est motivée par un problème aéronautique: le ballottement du car-
burant dans des réservoirs d’ailes d’avion très flexibles. Les vibrations induites par le couplage
du fluide avec la structure peuvent conduire à des problèmes tels que l’inconfort des passagers,
une manœuvrabilité réduite, voire même provoquer un comportement instable. Cette thèse a
pour objectif de développer de nouveaux modèles d’interaction fluide-structure, en mettant en
œuvre la théorie des systèmes Hamiltoniens à ports d’interaction (pHs). Le formalisme pHs
fournit d’une part un cadre unifié pour la description des systèmes multi-physiques complexes
et d’autre part une approche modulaire pour l’interconnexion des sous-systèmes grâce aux
ports d’interaction. Cette thèse s’intéresse aussi à la conception de contrôleurs à partir des
modèles pHs.

Des modèles pHs sont proposés pour les équations de ballottement du liquide en partant
des équations de Saint Venant en 1D et 2D. L’originalité du travail est de donner des modèles
pHs pour le ballottement dans des réservoirs en mouvement. Les ports d’interaction sont util-
isés pour coupler la dynamique du ballottement à la dynamique d’une poutre contrôlée par des
actionneurs piézo-électriques, celle-ci étant préalablement modélisée sous forme pHs. Après
l’écriture des équations aux dérivées partielles dans le formalisme pHs, une approximation en
dimension finie est obtenue en utilisant une méthode pseudo-spectrale géométrique qui con-
serve la structure pHs du modèle continu au niveau discret. La thèse propose plusieurs exten-
sions de la méthode pseudo-spectrale géométrique, permettant la discrétisation des systèmes
avec des opérateurs différentiels du second ordre d’une part et avec un opérateur d’entrée non
borné d’autre part. Des essais expérimentaux ont été effectués sur une structure constituée
d’une poutre liée à un réservoir afin d’assurer la validité du modèle pHs du ballottement
du liquide couplé à la poutre flexible, et de valider la méthode pseudo-spectrale de semi-
discrétisation. Le modèle pHs a finalement été utilisé pour concevoir un contrôleur basé sur
la passivité pour réduire les vibrations du système couplé.

Mots clés : systèmes Hamiltoniens à ports, ballottement, interactions fluide-structure,
semi-discrétisation géométrique, commande basée sur la passivité.
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Introduction and state of the art
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Chapter 1

Introduction

1.1 General context

Several accidents were reported to be related to the coupling of fuel sloshing and airplane
dynamics. The motion of fuel can severely affect the flight dynamics, leading to reduced han-
dling qualities and even instabilities. For example, several Lockheed F-80C crashed during the
Korean war without apparent reason. Indeed, flight tests verified that a coupling between the
motion of fuel and short period rigid body dynamics led to unstable pitch motion. Similarly,
in the 1950s, the Dutch roll mode of Douglas A4D Skyhawk exhibited undamped oscillations
for partially filled fuel tank, for the same reason. Both cases are presented in Chapter 14 of
Abzug and Larrabee (2002). The sloshing is still a major concern for modern aircraft design
since recent jet airplanes tend to have high ratios of fuel to gross weight. For instance, fuel
represents about 47% of the weight of Boeing 777-200ER during take-off.

Fuel sloshing is also a cause of major concern for liquid-fueled launch vehicles. Saturn I
presented oscillations due to sloshing as presented in Bauer (1960) and Chapter 1 of Abram-
son (1966). More recently, Falcon 1 exhibited an unstable oscillation in the upper stage
control system that prevented the rocket from reaching its intended orbit. The oscillation
was very likely caused by the liquid oxygen sloshing, as reported by SpaceX (2007).

The economical and environmental impacts of fuel consumption in aviation lead to a
constant quest for improving the performance characteristics of aircraft. One way of achieving
this is by optimization of the structure, trying to reduce the airplane empty weight (e.g., by
using lightweight materials such as carbon fiber materials). Another way of saving fuel is by
improving the aerodynamic efficiency: reducing drag. The lift-to-drag ratio can be maximized
by using wings with a high aspect ratio (long wings).

Both of these strategies (optimizing the structure and increasing the aspect ratio) con-
tribute to increasing the structural flexibility of new designs. As a matter of fact, the new
generation of airplanes (like Airbus 350 and Boeing Dreamliner 787) have higher aspect ratios
and are more flexible than previous generations. It is very likely that this trend will continue.

In the past, the disciplines of flight dynamics, control, structural dynamics, and aerody-
namics could be analyzed almost independently of each other. With airplanes subject to larger
structural flexibility, this approach might not be sufficient. In addition, flexibility can lead
to several different nonlinear phenomena that could be neglected when stiffer structures were
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Figure 1.1: Photos of Airbus A350 (left) and Boeing Dreamliner 787 (right). Both airplanes
have higher wing aspect ratio and exhibit larger structural flexibility than previous genera-
tions.

used (e.g., nonlinear structural deflections and nonlinear aerodynamics phenomena, coupling
with fluid sloshing, etc.).

Indeed, a great attention has been given recently to the High-Altitude Long Endurance
(HALE) aircraft (also known as atmospheric satellites or pseudo-satellites). To achieve the
mission of flying for months without landing, the performance requirements become even
more critical. Thus, most HALE airplanes have wings with aspect ratios several times bigger
than usual. This is the case, for example, of Facebook Aquila, Airbus Zephyr and NASA
HALE prototypes (Pathfinder, Centurion, and Helios). In the case of the Helios prototype,
large structural deflections lead to the loss of aircraft, depicted in Fig. 1.2. The accident
report (Noll et al., 2004) highlighted that “lack of adequate analysis methods (...)” related to
the “ (...) complex interactions among the flexible structure, unsteady aerodynamics, flight
control system, propulsion system, the environmental conditions, and vehicle flight dynamics
(...)” was among the root causes of the accident.

Pu
bl

ic
do

m
ai

n
ph

ot
os

So
ur

ce
:

N
AS

A

Figure 1.2: Photos of the Helios Prototype. A complex instability, involving the (nonlin-
ear) flexible structure, the unsteady aerodynamics, the flight control system, the propulsion
system, the vehicle flight dynamics, and the weather conditions, led to the loss of the aircraft.

Another trend for future airplane design is the use of smart materials, i.e., materials
that are designed to have a certain response for given external stimuli. Among the possible
applications that are foreseen for these materials, we can cite morphing structures that can
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Introduction

change the airplane shape in-flight to adapt for the different flight phases, vibration reduction,
structural health monitoring, etc.

For all these reasons (airplanes with large fuel tanks, increased structural flexibility, new
smart materials), new tools, that can be used for analyzing complex, multidisciplinary, coupled
systems will be very useful in the future of the aerospace industry.

The use of port-based modeling (Breedveld, 2004) is a recent trend in the systems analy-
sis and control. The methodology allows describing complex systems as composed of several
simple subsystems which interact through a pair of variables, whose product equals power.
The energy exchange between each subsystem is viewed as a common language for describ-
ing the interaction of systems of different domains (thermal, mechanical, electrical, etc.).
Additionally, this framework leads to valuable tools for simulation, since the dynamic equa-
tions can be obtained in a straightforward (and automated) way (Karnopp, Margolis, and
Rosenberg, 2012).

More recently, the port-Hamiltonian formulation (Duindam et al., 2009) combined the
port-based modeling with Hamiltonian systems theory. It provides a modular, physically
oriented approach for modeling complex nonlinear systems. It is also a natural framework for
passivity-based control design.

In this context of more flexible airplanes with smart materials, the main goal of this thesis
is to investigate the use of the port-Hamiltonian formalism as a new tool for modeling and
control of fluid-structure coupled systems. We focus on an experimental device that consists
of a flexible structure with piezoelectric actuators coupled to a tank partially filled with water.
This device mimics the dynamics of a flexible wing with tip fuel tank.

1.2 Outline

This document is divided into five main parts.

Part I introduces the topic with a survey (Chapter 2) and presenting the experimental
device (Chapter 3).

Part II is devoted to the port-Hamiltonian modeling of the fluid-structure interactions.
Firstly, a recall of port-Hamiltonian systems (pHs) is presented in Chapter 4. Secondly, the
piezoelectric beam equations are established in Chapter 5. Thirdly, the fluid equations are
presented in Chapter 6. Then, the final coupled equations are presented in Chapter 7.

Part III is dedicated to spatial discretization methods that preserve the port-Hamiltonian
structure. Firstly, we recall the existing methods in Chapter 8. Then, extensions to include
distributed ports and higher-order differential operators are presented in Chapter 9. Numer-
ical results and comparisons with experimental results are presented in Chapter 10.

Part IV is consecrated to vibrations control. Firstly, a recall on classical methods of
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vibration control is presented in Chapter 11. Secondly, a simple method for damping injection
is presented in Chapter 12.

The thesis ends with conclusions and discussions about further work.

1.3 Contributions

The main contributions of this thesis are:

• Extension of shallow water equations for moving containers using the port-Hamiltonian
formulation in 1D and 2D;

• Proposition of simple piezoelectric beam models as pHs with both bending and torsion
motions;

• Extension of the power-preserving pseudo-spectral spatial discretization methods to
system with higher-order derivatives, and to systems with distributed ports with un-
bounded input operator;

• Proposition of a control technique by “passifivation” of non-collocated actuators/sensors
using state-observer, with the goal of actively reducing vibrations.

Moreover, experimental data was used to validate the numerical results obtained with this
methodology.

1.4 Publications and presentations

The following publications and presentations were a result of work conducted during doctoral
study:

Presentations in conference with full papers published in Proceedings:

1. Cardoso-Ribeiro, F. L., Pommier-Budinger, V., Schotté, J.-S., and Arzelier, D. (2014).
Modeling of a coupled fluid-structure system excited by piezoelectric actuators. In Proc.
of the 2014 IEEE/ASME International Conference on Advanced Intelligent Mechatron-
ics (pp. 216–221). Besançon, France.

2. Cardoso-Ribeiro, F. L., Matignon, D., and Pommier-Budinger, V. (2015). Control
design for a coupled fluid-structure system with piezoelectric actuators. In Proc. of the
3rd CEAS EuroGNC. Toulouse, France.

3. Cardoso-Ribeiro, F. L., Matignon, D., and Pommier-Budinger, V. (2015). Modeling of
a Fluid-structure coupled system using port-Hamiltonian formulation. In Proc. of the

6
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5th IFAC Workshop on Lagrangian and Hamiltonian Methods for Nonlinear Control
(LHMNC) (Invited Session) (Vol. 48, pp. 217–222). Lyon, France.

4. Cardoso-Ribeiro, F. L., Matignon, D., and Pommier-Budinger, V. (2016). Piezoelectric
beam with distributed control ports : a power-preserving discretization using weak
formulation. In Proc. of the 2nd IFAC Workshop on Control of Systems Governed
by Partial Differential Equations (CPDE) (Invited Session) (pp. 290–297). Bertinoro,
Italy.

5. Cardoso-Ribeiro, F. L., Matignon, D., and Pommier-Budinger, V. (2016). Modeling
by interconnection and control by damping injection of a fluid-structure system with
non-collocated actuators and sensors. In Proc. of the International Conference on Noise
and Vibration Engineering ISMA (pp. 121-135). Leuven, Belgium.

Journal papers submitted:

1. Cardoso-Ribeiro, F. L., Matignon, D., and Pommier-Budinger, V. A port-Hamiltonian
model of liquid sloshing in moving containers and application to a fluid-structure system.
Journal of Fluids and Structures (accepted for publication).

2. Aoues, S., Cardoso-Ribeiro, F. L., Matignon, D., and Alazard, D. Modeling and con-
trol of a rotating flexible spacecraft: a port-Hamiltonian approach. Submitted to an
international journal (under review).

Presentation in workshop without proceedings:

1. Cardoso-Ribeiro, F. L., Matignon, D., and Pommier-Budinger, V. (2016). Port-Hamil-
tonian modeling and control of a fluid-structure system. In Book of Abstracts of the
Workshop on Energy Based Modeling, Simulation, and Control of Complex Physical
Systems. Berlin, Germany.

Presentation in seminars:

1. Cardoso-Ribeiro, F. L. (2016). Modeling and control of fluid-structure coupled systems:
a port-Hamiltonian approach. In: Seminar of Département Conception et Conduite des
véhicules Aéronautiques et Spatiaux (DCAS). ISAE-SUPAERO. Toulouse, France.

2. Cardoso-Ribeiro, F. L. (2016). Ballottement: expérimentation, modélisation et simula-
tion par systèmes Hamiltoniens à ports d’interaction. In: Journée Interactions Fluide-
Structure. ISAE-SUPAERO. Toulouse, France.

3. Cardoso-Ribeiro, F. L., and Matignon, D. (2015). Modeling and control of fluid-
structure coupled systems: a port-Hamiltonian approach. In: Seminar of Départe-
ment Aérodynamique, Energétique et Propulsion (DAEP). ISAE-SUPAERO. Toulouse,
France.
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Publications and presentations

4. Cardoso-Ribeiro, F. L. (2015). Shallow water equations under rigid body motion. In:
Seminar of HAMECMOPSYS. IRCAM. Paris, France.

5. Cardoso-Ribeiro, F. L. (2014). Modeling and control of a flexible/fluid coupled system.
In: Doctoral school conference EDSYS. Toulouse, France.

8



Chapter 2

Literature review

This manuscript involves the modeling of structural dynamics with piezoelectric materials,
fluid dynamics, and their interactions. In addition, we discuss the use of spatial discretiza-
tion for simulation and also the control design for active vibration suppression. Since this
document involves such multidisciplinary and broad fields, a full literature review about each
of these topics is out of scope. For this reason, this chapter will first focus on modeling of
fluid-structure systems with emphasis on liquid sloshing and aerospace applications in Section
2.1. Then, a literature review about port-Hamiltonian systems (pHs) and their applications
is presented in Section 2.2. Finally, we have chosen to make the literature review on active
vibration control within the Chapter 11, that address this topic.

2.1 Liquid sloshing in moving containers and aerospace appli-
cations

One of the first studies of the influence of sloshing in the airplane dynamics was performed by
Smith Jr. (1948) who conducted an experimental study in wind tunnel, to verify the influence
of the sloshing in the lateral stability of airplanes. He found that sloshing in tanks caused
erratic lateral motions. The effect was most pronounced when the tanks were less than half
full.

Analytical approaches and mechanical equivalent solutions for the fluid motion:
Graham and Rodriguez (1951) proposed a simple analytical approach for modeling the fluid in
moving containers. He used the assumption of inviscid incompressible fluid inside rectangular
tanks. Then, he suggested equivalent mechanical systems which produce the same forces and
moments as the oscillating fuel when the container is given an arbitrary motion. Schy (1952)
derived equations for the flight dynamics of airplanes coupled with fluid sloshing in spherical
tanks. The motion of the fuel was approximated by the motion of solid pendulums. Other
similar results are recalled in Abramson (1966) (see also the updated version by Dodge (2000)
and a more recent book by Ibrahim (2005)).

The analytical solutions and mechanical equivalent models of sloshing are only possible
for linearized equations and simple tank geometries. Nevertheless, they still attract a great
interest and are used in many applications. Abzug (1996) extended the fuel slosh coupling
with aircraft dynamics to include tanks that are skewed to the direction of flights. He per-
formed a numerical study based on the geometry of Boeing 747-100. Coupling between the
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sloshing and the rigid body motion was observed. Depending on the configuration of the
tanks, an unstable mode appeared (that was more severe for longer tanks). Cho and Mc-
Clamrocht (2000) used pendulum models for modeling the sloshing of fuel in a spacecraft.
Schotté and Ohayon (2003b) used a mass-spring equivalent sloshing model to couple with a
flexible plate. Firouz-Abadi, Zarifian, and Haddadpour (2014) used a mass-spring-damper
equivalent sloshing model to study the influence of sloshing in flutter speed of a flexible wing.
Robles and Serrano (2014) used a mechanical model for representing sloshing in oil dispersant
aerial systems, and verifying its influence in the handling qualities of the Airbus C295 aircraft.

Numerical approaches for the fluid motion: Advances in numerical methods and
improvement of computer performance made the simulation of more complex phenomena
possible. Hirt and Cook (1970) proposed a Lagrangian technique for computing the tran-
sient dynamics of viscous incompressible fluids having a free surface. Feng (1973) extended
a marker-and-cell method (MAC) to simulate the flow of a moving liquid in a 3D container.
Armenio and Michele (1996) used the MAC method to numerically solve both a 2D Reynolds-
averaged Navier-Stokes (RANS) and Shallow Water Equations (SWE) of sloshing and made
comparisons with experimental results. While the RANS model exhibited a very good agree-
ment for small and moderate amplitudes of oscillations, SWE gave only good agreement for
small filling ratios (lower than 15%). For low filling ratios of fluid and large amplitudes, bet-
ter agreement was obtained using SWE. Celebi and Akyildiz (2002) studied the sloshing in a
moving rectangular tank using a finite differences approximation of nonlinear Navier-Stokes.
Chen, Djidjeli, and Price (2009) studied the sloshing phenomena using a RANS model with
two incompressible fluids to describe the free surface. A finite difference scheme was used for
discretization.

Sloshing and coupling with structural dynamics: In the case of Fluid-Structure In-
teractions (FSI), numerical methods are used by many researchers. Kiefling and Feng (1976)
used a finite element scheme to simulate the liquid sloshing coupled to a flexible tank. Liu
and Uras (1988) used a three-field variational approach for FSI with sloshing, seismic and
body forces. Schotté and Ohayon (2003a) included rigid body modes and proposed a varia-
tional approach that took into account the coupling between the sloshing and the hydroelastic
deformations of the tank. Schotté and Ohayon (2009) compared several strategies to model
sloshing and its interaction with complex aerospace structures (“frozen liquid” mass model,
hydroelastic added mass, hydroelastic model with gravity, and hydroelastic model with non-
linear prestress). Noorian, Firouz-Abadi, and Haddadpour (2012) used finite element method
to describe the dynamics of elastic baffled tanks having arbitrary geometries. Using the modal
analysis, a reduced order model for coupled dynamics of slosh and structure was developed.

Although less frequent, analytical models and equivalent mechanical systems have also
been used to model structures coupled with sloshing. For instance, Robu (2010) used equiv-
alent an mechanical system to simulate the sloshing and coupled it with a finite-dimensional
state-space approximation of the plate equations. Schotté and Ohayon (2003b) used an equiv-
alent mass-spring system to simulate a fluid with free surface coupled to a flexible structure.
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Shallow Water Equations for sloshing: In spite of the simplifying assumptions, the
use of SWE for sloshing still brings a considerable attention of researchers. As presented by
Armenio and Michele (1996), the computational time needed for simulating SWE is just a
small fraction of the time needed for simulating RANS. In addition, the nonlinear behavior is
well represented using SWE, thus large amplitudes of excitation can be simulated. Petit and
Rouchon (2002) proposed equations where the tank horizontal position and rotation angle are
the control inputs of the system. Alemi Ardakani and Bridges (2010) studied the coupling
between SWE equations with a horizontally moving vehicle. In this case, a Hamiltonian
formulation is proposed and, consequently, a symplectic time-integration scheme can be used.
Alemi Ardakani (2016) extended the method for a nonlinear spring. Alemi Ardakani and
Bridges (2012), Alemi Ardakani and Bridges (2011) generalized the sloshing equations in
moving tanks for 2D and 3D motions.

Influence of liquid in tanks in the airplane aeroelastic behavior: In aeronautics,
one of the most important sources of fluid-structure interactions is given by the coupling
of aerodynamics and structural dynamics (aeroelasticity, see, e.g., Bisplinghoff, Ashley, and
Halfman (1996), and Hodges and Pierce (2011)). The consequences of these interactions might
lead to many dangerous issues that might reduce maneuverability (like controls inversion),
and cause unstable behavior (like divergence and flutter).

The liquid inside the tank can also have an influence on the aeroelastic behavior of air-
planes. The influence of the fuel sloshing on the flutter speed was analyzed by several authors.
Farhat et al. (2013) used two simplified models to represent the fluid (frozen mass, and added
hydrostatic mass), and coupled to a FEM model of the airplane structure. Firouz-Abadi, Zari-
fian, and Haddadpour (2014) modeled the fuel sloshing as an equivalent mass-spring-damper
system and coupled it to a Euler-Bernoulli beam subject to unsteady aerodynamics. If the
first natural frequency is close to the instability frequency, the sloshing affects the flutter
speed.

2.2 Port-Hamiltonian systems

Port-based modeling: The port-based modeling was originally proposed by Paynter (1961)
in the form of the bond graph technique, which is a graphical technique for representing phys-
ical systems. This technique provides physical insight into modeling and control of complex
systems and can be used to represent systems from multiple physical domains.

There are many examples of applications from different fields of study. For instance, Perel-
son (1976) modeled electrical networks, Allen (1978) modeled plant biosystems, Karnopp (1976)
used the bond graphs to study the stability and control of vehicle (rigid body) dynamics,
Sueur and Dauphin-Tanguy (1991) used the formulation for structural analysis of MIMO
linear systems.

One of the interests of the bond graph approach is that it allows finding the differential
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equations of the modeled system in a procedural way. Granda (1985) developed a computer
program that automatically finds the differential equations from the bond graph representa-
tion of a physical system. The approach was used to simulate complex aerospace systems by
Granda and Montgomery (2003).

Port-Hamiltonian systems: The port-Hamiltonian formalism was first introduced by
Maschke and van der Schaft (1992). Inspired by the port-based modeling approach, it ex-
tended classical Hamiltonian systems by the introduction of external interconnection ports.
Among its properties, it allows coupling multi-domain systems in a physically consistent way,
i.e., using energy flow, so that interconnections are power-conserving. Resistive elements
can be coupled to the pHs, such that dissipative phenomena can also be modeled. Further-
more, the formulation is appropriate for energy-based control methods (see, e.g. Maschke,
Ortega, and van der Schaft (2000), Ortega, van der Schaft, and Maschke (2001), and Ortega
et al. (2002)).

The method has been applied successfully for a large class of problems. Maschke, van der
Schaft, and Breedveld (1995) modeled networks of LC-circuits. Escobar, van der Schaft, and
Ortega (1999) modeled switching power converters. Duindam, Blankenstein, and Stramigi-
oli (2004) used the approach to analyze the locomotion of a snakeboard. Duindam (2006)
modeled and controlled bipedal walking robots. Recently, the pHs formulation was extended
even for systems with memory (Jeltsema and Dòria-Cerezo, 2012), and irreversible systems
(Ramirez, Maschke, and Sbarbaro, 2013).

Extension to distributed parameter systems: The formulation was also extended
for distributed (infinite-dimensional) systems (see, e.g., (Maschke and van der Schaft, 2000),
van der Schaft and Maschke (2002), Macchelli, van der Schaft, and Melchiorri (2004b), and
Chapter 4 of Duindam et al. (2009)). In this case, the system exchanges energy with the envi-
ronment by means of boundary ports. The extension motivated further study in boundary con-
trol of infinite-dimensional systems (see, e.g., Rodriguez, van der Schaft, and Ortega (2001),
Macchelli, van der Schaft, and Melchiorri (2004c)).

Many linear and nonlinear PDE of physical systems can be written in this framework.
Furthermore, the coupling between finite-dimensional and distributed pHs is also possible,
leading to the mixed finite-infinite pHs (m-pHs, see, e.g., Macchelli and Melchiorri (2005),
and Pasumarthy (2006)).

Thus, in the last years, many applications of distributed pHs and m-pHs have been stud-
ied. For instance, Navier-Stokes equations for a compressible fluid were modeled by van der
Schaft and Maschke (2001), Korteweg de Vries and Boussinesq equations were addressed in
Maschke and van der Schaft (2013). Beam equations were proposed by Macchelli and Mel-
chiorri (2004), Macchelli, van der Schaft, and Melchiorri (2004a) modeled flexible structures
with piezoelectric actuators. Voss and Scherpen (2011b) studied the stabilization and shape
control of the piezoelectric Timoshenko beam. Hamroun (2009) rewrote the shallow water
equations in the pHs framework, for modeling and controlling the flow in irrigation chan-
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nels. Vu (2014) modeled and controlled the plasma dynamics in Tokamaks. Wu et al. (2014)
modeled a nanotweezer for DNA manipulation. Falaize (2016) simulated multi-physics audio
systems. Lopes (2016) simulated a robotized test bench for brass instruments.

Power-preserving spatial discretization: Another subject that brought great interest
is the spatial discretization of infinite-dimensional pHs, such that the power-balance is pre-
served in the finite dimensional approximated system. A first method to discretize infinite-
dimensional pHs was proposed by Golo et al. (2004). The method was originally applied
for the transmission line (a 1D-wave equation) and a 2D-wave equation. The method was
also applied to simulate (Hamroun, Lefèvre, and Mendes, 2007) and control (Hamroun, 2009;
Hamroun et al., 2010) open irrigation channels with SWE. The power-preserving discretiza-
tion of the SWE for open channels was also studied by Pasumarthy (2006), Pasumarthy,
Ambati, and van der Schaft (2012).

Other applications include the Timoshenko beam (Voss and Scherpen (2011c), and Mac-
chelli (2012)), geometrically non-linear Euler-Bernoulli beam (Macchelli, Melchiorri, and
Stramigioli (2007), Voss and Scherpen (2009), and Voss (2010)) convection-diffusion equa-
tions (Voss and Weiland, 2011), adsorption processes (Baaiu et al., 2009) and even parabolic
PDEs like the heat equation (Le Gorrec et al., 2011).

Based on the ideas of Golo et al. (2004), a generalization algorithm was suggested by
Bassi, Macchelli, and Melchiorri (2007). It presented a reduction algorithm for general pHs
with differential operators including first-order derivatives and an idea of an extension to
higher-order derivatives.

More recently, another approach was proposed by Moulla, Lefèvre, and Maschke (2011),
Moulla, Lefèvre, and Maschke (2012), Moulla (2010), which used a pseudo-spectral (interpo-
lation) method to approximate the distributed equations. Thanks to the convergence char-
acteristics of the pseudo-spectral methods (Boyd, 2001; Trefethen, 2000), they require only a
small number of finite-dimensional states yet exhibiting very good precision.

Finally, Seslija, Scherpen, and van der Schaft (2014) proposed a different power preserving
spatial discretization method based on the idea of simplicial complexes.

2.3 Conclusions

The port-Hamiltonian systems have been subject to active research in the last years. The sub-
ject motivated many researchers from different fields. The tools emerging from this approach
bring many advantages in the modeling, simulation, and control of complex systems. The
main goal of this thesis is to bring this formalism to the modeling and control of fluid-structure
systems.
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Chapter 3

Experimental setup

This brief chapter describes the experimental setup that is used to test the methods proposed
in this thesis. The device (depicted in Figs. 3.1 and 3.2) is installed at the Institut Supérieur
de l’Aéronautique et de l’Espace (ISAE-SUPAERO) in Toulouse, France. It consists of an
aluminium plate connected to an acrylic glass tip tank that can be filled with water. This
setup was designed to have natural frequencies similar to a flexible airplane wing with a tip
tank. Two piezoelectric patches are attached near the clamped end of the plate, that are be
used to control the device.

Figure 3.1: Experimental device

Piezo actuators Tank

Beam

Figure 3.2: Experimental setup schematic representation
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The plate dimensions and material characteristics are presented in Table 3.1. The plate
has a hole with a diameter of 0.110 m, centered at 1.28 m from the clamped end of the plate.

Table 3.1: Aluminum plate data

Lenght L 1.36 m
Width l 0.16 m
Thickness t 0.005 m
Density ρ 2970 kgm−3

Young modulus E 75 GPa
Poisson coefficient ν 0.33

The tank is symmetrically placed into the hole of the plate. The dimensions and material
characteristics of the tank are presented in Table 3.2. Note the tips of the tank have a plug
glued to a plastic disc. This plug can be removed, to fill or to release water of the tank. The
“tip mass” presented in the table is the sum of the masses of the plug, glue and the plastic
disc at each tip of the tank.

Table 3.2: Cylindric tank data

Exterior diameter De,tank 0.110 m
Interior diameter Di,tank 0.105 m
Density ρPV C 1180 kg/m3

Tip mass mtip 156.5 g
Tank lenght Ltank 0.5 m

In order to improve the fixation of the tank to the plate, two rings are attached to the
structure (one at each side of the tank). The dimensions and material properties of these
rings are presented in Table 3.3.

Table 3.3: Fixation rings data

Exterior diameter De,fix 0.1445 m
Interior diameter Di,fix 0.11 m
Thickness hfix 0.02876 m
Density (Aluminum) ρ 2970 kg/m3

The sensors that are used to measure the motion of the structure are 4371 Bruel & Kjaer
accelerometers (Fig. 3.3). Charge amplifiers (Type 2635, Fig. 3.4) are connected to the
accelerometers. The amplifiers can provide a filtered signal of the speed for frequencies above
1 Hz, and a filtered signal of the acceleration for frequencies above 0.1 Hz.

The outputs of the amplifiers are connected to the inputs of the National Instruments
BNC-2110 connector block (Fig. 3.5). The connector block is linked to a PC with an NI
6024-E board.

The piezoelectric actuators are PZT (Lead Zirconate Titanate) patches developed by
PI Ceramic (model PIC 151). The dimensions and material properties of the patches are
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presented in Table 3.4.

Table 3.4: PZT piezoelectric patches data

Lenght Lp 0.14 m
Width lp 0.075 m
Thickness tp 0.0005 m
Density ρp 2970 kg m−3

Young modulus Ep 67 GPa
Poisson coefficient νp 0.33
Piezoelectric coefficient d31 −2.1e− 10 mV −1

Figure 3.3: Accelerometers 4371 Bruel &
Kjaer near the tip of the plate

Figure 3.4: Charge amplifier Type 2635
Bruel & Kjaer

The piezoelectric actuators are driven by the HVPZT Piezo Amplifier (Fig. 3.6). This
high voltage amplifier multiplies the signal that comes from the PC (through the connector
block) by a factor of 100.

The data acquisition and the implementation of the control laws are done using MAT-
LAB Simulink, on Real-time Windows Target. A sampling time of 0.001s is used in all the
experiments of this thesis.
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Figure 3.5: Connector block NI BNC-2110
Figure 3.6: HVPZT Piezo Amplifier
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Part II

Port-Hamiltonian modeling of
fluid-structure systems
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Chapter 4

A recall on Port-Hamiltonian
systems

The main goal of this chapter is to recall the basics of port-Hamiltonian systems (pHs). The
tools presented in this chapter are used in the next chapters for the modeling of fluid-structure
systems.

This chapter is organized as follows: a recall on finite-dimensional port-Hamiltonian sys-
tems is presented in section 4.1. Infinite-dimensional systems are recalled in section 4.2 using
the wave equation as an example. Finally, section 4.3 recall some tools for interconnecting
finite-dimensional pHs, as well as how to deal with constraints. One major property of pHs is
that their power-preserving interconnection leads to a pHs. Indeed, the fluid-structure system
presented in this thesis will be obtained from a combination of several pHs.
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4.1 Finite-dimensional port-Hamiltonian systems

Before starting with the port-Hamiltonian systems, let us recall a very simple example of
classical Hamiltonian systems (see, e.g., Lanczos (1970); Marsden and Ratiu (1999)). A
concentrated mass connected to a spring without external force is considered. The system
Hamiltonian (which, for this system, is equal to the total energy) is given by:

H(p, x) = 1
2mp2 + 1

2kx
2 , (4.1)

where p = mẋ is the particle momentum, m is the mass, x is the position, k is the spring
constant. The dynamic equations, obtained from Hamilton-Jacobi equations, are given by:

d
dt

[
p

x

]
=
[
0 −1
1 0

] [
∂H
∂p
∂H
∂x

]
. (4.2)

One can easily verify that the Hamiltonian is constant along trajectories, i.e.:

Ḣ = ∂H

∂p
ṗ+ ∂H

∂x
ẋ = 0 . (4.3)

More generally, Hamiltonian systems can be represented as:

ẋxx = J(xxx)∇xxxH(xxx) , (4.4)

where xxx ∈ Rn is the vector of energy variables, J(xxx) is an n× n skew-symmetric matrix and
∇xxxH(xxx) is the gradient of the Hamiltonian H(xxx). Again, thanks to the skew-symmetry of
J(xxx), the Hamiltonian is constant along trajectories:

Ḣ = (∇xxxH(xxx))T ẋxx ,
= (∇xxxH(xxx))T J(xxx)∇xxxH(xxx) ,
= 0 .

(4.5)

Note that all the dynamics of the system of Eq. 4.4 is embedded in a scalar function (the
Hamiltonian H(xxx)), together with the so-called interconnection matrix J(xxx) (in the case of
the mass-spring, this matrix interconnects the potential and kinetic energies).

While at first sight the simple mass-spring example might seem uninteresting from a
practical point-of-view, since it can be easily derived from Newton’s second law, the tools
from analytical mechanics have many advantages when compared to Newtonian mechanics.
For example:

• the variables xxx can be given in the so-called generalized coordinates (they are not neces-
sarily Cartesian coordinates as in Newtonian mechanics): this provides straightforward
methods for dealing with constrained systems;
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• the structured form of the dynamical equations leads to straightforward ways to find
constants of motion and symmetries;

• numerical methods that preserve some properties of the original Hamiltonian system
have proved to be valuable tools for simulation (see e.g. Leimkuhler and Reich (2005)).

The port-Hamiltonian formalism is an extension of the Hamiltonian formalism by the
introduction of interconnection ports. This concept was first introduced by Maschke, van der
Schaft, and Breedveld (1992).1 A typical representation of pHs is given by:

ẋxx = J(xxx)eee+B(xxx)uuu ,
yyy = BT (xxx)eee ,

(4.6)

where xxx(t) ∈ Rn is the vector of energy variables, eee := ∇xxxH(xxx) ∈ Rn is the vector of co-
energy variables, provided by the gradient of the system Hamiltonian H(xxx), uuu ∈ Rm is the
input vector and yyy ∈ Rm is the output vector. J(xxx) is the (n × n) interconnection matrix,
which must be skew-symmetric. The time-derivative of the Hamiltonian along trajectories is
given by:

Ḣ(xxx(t)) = (∇xxxH(xxx))T ẋxx ,
= eeeT (Jeee+Buuu) ,
= eeeTJeee︸ ︷︷ ︸

0

+eeeTB︸︷︷︸
yyyT

uuu ,

= yyyTuuu .

(4.7)

Since the Hamiltonian usually represents the system total energy, its time derivative is equal
to the power that flows into the system (power balance). The input uuu and output yyy are said to
be (power-) conjugate. This is exactly the kind of variables that are used for interconnection
in the bond graph method.

It is also possible to rewrite Eq. 4.6 as:[
−ẋxx
yyy

]
=
[
−J(xxx) −B(xxx)
B(xxx)T 0

]
︸ ︷︷ ︸

S(xxx)

[
eee

uuu

]
. (4.8)

Note the dynamics of the port-Hamiltonian system is provided by an interconnection structure
(here given by the S(xxx) matrix), together with the Hamiltonian H(xxx) (which allows obtaining
the co-energy variables eee). Indeed, a more general representation of port-Hamiltonian system
is provided by an abstract interconnection structure called Dirac structure. This structure, as
presented later in this section, allows the representation of implicit port-Hamiltonian systems.

This section is divided as follows: firstly, one simple example is presented in § 4.1.1 (a
1In the first papers, the method was called Port-Controlled Hamiltonian systems (PCHS). A different

approach for including input and output ports in Hamiltonian systems was presented before by Brockett in
1977 as recalled by van der Schaft (1989). There, the system Hamiltonian is a function of the external inputs.
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mass-spring with external force). Secondly, § 4.1.2 briefly recalls the Euler-Lagrange equations
of motion, and presents them in the port-Hamiltonian form. Thirdly, the introduction of
dissipation in the port-Hamiltonian systems is recalled in § 4.1.3. An example of systems
with constraints is presented in § 4.1.4. Finally, the Dirac structure is defined in § 4.1.5.

4.1.1 Example: mass-spring system

As a very simple example of a mechanical system written using the port-Hamiltonian frame-
work, let us consider a lumped mass with two forces f1 and f2. The system Hamiltonian
(total energy) is given by its kinetic energy:

Hm(p) = 1
2mp2 , (4.9)

where p = mv is the particle momentum, m is the mass and v is the speed. The dynamic
equations, obtained from Hamiltonian formulation, are given by:

ṗ = 0 ∂H
m

∂p
+
[
1 1

] [f1
f2

]
,[

v1
v2

]
=
[
1
1

]
∂Hm

∂p
.

(4.10)

Note that this system is written exactly as Eq. 4.6, where the inputs are the forces uuu =[
f1 f2

]T
, the outputs are the speeds yyy =

[
v1 v2

]T
, J = 0, B =

[
1 1

]
. The energy variable

is the momentum p, and the co-energy variable is the speed ∂Hm

∂p = v. Besides, the power
balance is given by:

Ḣm(p) = v1f1 + v2f2 = v(f1 + f2) . (4.11)

Similarly, consider a linear spring with displacement x, speed vs and subject to a force fs.
The system Hamiltonian is provided by the potential energy:

Hs(x) = k

2x
2 , (4.12)

and the equations in the port-Hamiltonian framework are simply given by:

ẋ = 0 ∂H
s

∂x
+ 1 vs ,

fs = 1 ∂H
s

∂x
,

(4.13)

where now the input is the speed vs, and the output is the spring force fs. The energy variable
is the spring displacement x, and the co-energy variable is the spring force ∂Hs

∂x = kx. The
power balance is thus:

Ḣs(x) = vsfs . (4.14)
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The mass and spring can be interconnected, by using the following kinematic and dynamic
constraints:

vs = v1 ,

fs = −f1 ,
(4.15)

which lead to the coupled equations:

d
dt

[
p

x

]
=
[
0 −1
1 0

] [
∂H
∂p
∂H
∂x

]
+
[
1
0

]
f2 ,

ẋ =
[
1 0

] [∂H
∂p
∂H
∂x

]
,

(4.16)

where H(p, x) = Hm(p) +Hs(x). Notice that Eq. 4.16 is also a port-Hamiltonian system (as
Eq. 4.6), with input port the force f2 and output port the speed v2. One can easily verify
that the power balance of this system is given by Ḣ = f2v2.

This simple example shows one of the interests of using the port-Hamiltonian formulation
as a modeling tool. By interconnecting simple modules, the approach provides a systematic
way for modeling more complex systems and guarantees the energy is preserved in each
interconnection. In the previous example, only linear systems were considered. However, the
same formalism can be used for nonlinear systems. For instance, a non-quadratic Hamiltonian
could be used to represent a nonlinear spring:

Hs = kp cosh x . (4.17)

Thus, the force is given by:
fs = ∂Hs

∂x
= kp sinh x . (4.18)

In the case of the nonlinear spring, the interconnection structure of Eq. 4.16 remains un-
changed, and the only difference lies in the Hamiltonian.

4.1.2 From Euler-Lagrange equations to port-Hamiltonian systems

The classical framework of Lagrangian and Hamiltonian dynamics can be extended to port-
Hamiltonian systems (as presented in Section 2.1 of van der Schaft (2005) and Section 1.3.1
of Hamroun (2009)). The Euler-Lagrange equations are given by:

d

dt

(
∂L

∂q̇i
(qi, q̇i)

)
− ∂L

∂qi
(qi, q̇i) = τi(t), (4.19)

where qi(t) (i = 1, 2, ..., k) are the generalized coordinates for the system with k degrees of
freedom, τi(t) are the generalized forces, L is the system Lagrangian (equals to the difference
between the kinetic energy K and potential energy V , L := K −V ). The kinetic energy K is
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usually given by:
K(q̇) = 1

2q̇
qqTM(qqq)q̇qq , (4.20)

where qqq(t) = [q1(t) q2(t) ... qk(t)]T is the vector of system generalized coordinates, q̇qq is
the vector of generalized velocities and M(qqq) is the k × k inertia matrix, which is sym-
metric and positive definite (for all qqq). The potential energy is assumed to depend only
on the generalized coordinates: V = V (qqq). After defining the generalized momenta ppp(t) =
[p1(t) p2(t) ... pk(t)]T as:

ppp := ∇q̇qqL = M(qqq)q̇qq , (4.21)

the Hamiltonian can be obtained from the Legendre transform as:

H = q̇qqTppp− L(qqq, q̇qq) . (4.22)

Then, it can be rewritten as a function of qqq and ppp:

H(qqq,ppp) =1
2p
ppTM−1(qqq)ppp+ V (qqq) ,

=K(qqq,ppp) + V (qqq) ,
(4.23)

so, the Hamiltonian represents the total energy of the mechanical system. From the definition
of p and H, we can re-write Euler-Lagrange equations as a set of first-order differential
equations: [

q̇qq(t)
ṗpp(t)

]
=
[

0 I

−I 0

] [
∇qqqH
∇pppH

]
+
[

0
τττ(t)

]
. (4.24)

By computing the time-derivative of the Hamiltonian, we verify that the following power
balance holds:

Ḣ(qqq,ppp) =
[
∇Tqqq H ∇TpppH

] [q̇qq
ṗpp

]

=
[
∇Tqqq H ∇TpppH

] [ 0 I

−I 0

] [
∇qqqH
∇pppH

]
︸ ︷︷ ︸

0

+
(
∇TpppH

)
τττ ,

=
(
∇TpppH

)
τττ .

(4.25)

It is also easy to verify that ∇pppH = M−1(qqq)ppp = q̇qq. Thus, the system exchange of energy with
the environment is given by the product of external forces and generalized speeds: Ḣ = q̇qqTτττ .
By choosing the input port uuu(t) := τττ(t), and the output port yyy(t) := q̇qq, the energy flow
becomes Ḣ = yyyTuuu. We note that Eq. 4.24, together with these newly defined input and
output ports, give exactly a pHs, as presented in Eq. 4.6.

More generally, we can re-write the system for the case where τττ = B(qqq)uuu (in fact, the
inputs of real systems are not usually the generalized forces). B(qqq) is a k ×m matrix, where
m is the number of control inputs uuu ∈ Rm. In case m < k, the system is called underactuated.
If m = k and B(qqq) is invertible (for any q), then the system is called fully actuated.

26



A recall on Port-Hamiltonian systems

[
q̇qq

ṗpp

]
=
[

0 I

−I 0

] [
∇qqqH
∇pppH

]
+
[

0
B(qqq)

]
uuu ,

yyy =
[
0 B(qqq)T

] [∇qqqH
∇pppH

]
.

(4.26)

This choice of uuu and yyy leads again to the power balance: Ḣ = yyyTuuu. The previous system is
clearly a pHs, as presented in Eq. 4.6.

4.1.3 Systems with dissipative elements

Port-Hamiltonian systems represented as Eq. 4.6 are conservative, i.e., no dissipation exists
and the energy is preserved. In order to include dissipation, it is possible to interconnect
a pHs with resistive (or dissipative) elements. Firstly, let us re-define the port-Hamiltonian
system as:

ẋxx = J(xxx)∇xxxH +B(xxx)uuu+BR(xxx)uuuR ,
yyy = BT (xxx)∇xxxH ,

yyyR = BT
R(xxx)∇xxxH ,

(4.27)

where uuuR ∈ RnR and yyyR ∈ RnR are ports used for interconnection with resistive elements,
BR(xxx) is an n× nR matrix. By choosing the closure relation uuuR = −D(xxx)yyyR, where D(xxx) is
an nR × nR positive semi-definite matrix, the energy flow of the system becomes:

Ḣ = yyyTuuu+ yyyTRuuuR ,

= yyyTuuu−yyyTRD(xxx)yyyR︸ ︷︷ ︸
≤0(dissipative)

,

≤ yyyTuuu .

(4.28)

Then, it is clear that the system from Eq. 4.27 becomes dissipative. In addition, pHs with
dissipative terms are commonly written as:

ẋxx = (J(xxx)−R(xxx))∇xxxH +B(xxx)uuu ,
yyy = BT (xxx)∇xxxH ,

(4.29)

where R(xxx) = BR(xxx)D(xxx)BT
R(xxx) is an n × n matrix. Note that, even if D(xxx) is an nR × nR

positive-definite matrix, R(xxx) is usually only positive semi-definite, since usually nR < n (the
number of dissipation ports is smaller than the number of energy variables).
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4.1.4 Constrained port-Hamiltonian systems

Let us consider another simple example to motivate the study of pHs with algebraic con-
straints. Given two particles with masses m1 and m2, with kinetic energies given by H1(p1) =
p2

1
2m1

and H2(p2) = p2
2

2m2
, where p1 and p2 are the linear momentum as defined in the example

of § 4.1.1. The first particle is subject to a force f1,i, the second particle is subject to two
forces f2,i and f2,e. The equations for each particle are given by:

ṗ1 = f1,i ,

ṗ2 = f2,i + f2,e ,
(4.30)

which can be rewritten using the port-Hamiltonian form as:



ṗ1 = 0︸︷︷︸
J1

∂H

∂p1
+ 1︸︷︷︸

B1

f1,i ,

ẋ1,i = 1︸︷︷︸
BT

1

∂H

∂p1
,

with: Ḣ1 = f1,iẋ1 ,

,



ṗ2 = 0︸︷︷︸
J2

∂H

∂p2
+
[
1 1

]︸ ︷︷ ︸
B2

[
f2,i
f2,e

]
,

[
ẋ2,i
ẋ2,e

]
=
[
1
1

]
︸︷︷︸
BT

∂H

∂p2
,

with: Ḣ2 = (f1,i + f2,e)ẋ2 .

(4.31)

The coupling of these particles is obtained by the following dynamic and kinematic constraints:

f1,i = −f2,i ,

ẋ1 = ẋ2 ,
(4.32)

which is obviously power-preserving since: f1,i ẋ1 + f2,i ẋ2 = 0, and since the Hamiltonian of
the coupled system is given by the sum of each Hamiltonian, the power balance of the coupled
system is given by:

Ḣ(p1, p2) = Ḣ1(p1) + Ḣ2(p2) ,
= f2,e ẋ2 .

(4.33)

Defining λ := f1,i, using the interconnection of Eq. 4.32 in Eq. 4.31, the coupled equations
become: [

ṗ1
ṗ2

]
=
[
0 0
0 0

] [
∂H
∂p1
∂H
∂p2

]
+
[
0
1

]
f2,e +

[
1
−1

]
λ ,

ẋ2 =
[
0 1

] [ ∂H
∂p1
∂H
∂p2

]
,

(4.34)

with the constraint (ẋ1 = ẋ2):

0 =
[
1 −1

] [ ∂H
∂p1
∂H
∂p2

]
. (4.35)
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Note that Eqs. 4.34 and 4.35 can be rewritten as:
−ṗ1
−ṗ2
ẋ2
0

 =


0 0 0 −1
0 0 −1 1
0 1 0 0
1 −1 0 0



∂H
∂p1
∂H
∂p2

f2,e
λ

 , (4.36)

highlighting that a skew-symmetric interconnection structure still exists in the constrained
case.

By multiplying Eq. 4.34 by
[
1 1

]
, it is possible to eliminate the λ. Additionally, by

including the constraint and the output equation, we can find the following representation of
this system that is independent of λ:1 1 0

0 0 1
0 0 0


−ṗ1
−ṗ2
ẋ2

+

0 0 1
0 −1 0
1 −1 0


 e1
e2
f2,e

 = 0 . (4.37)

The previous equation is presented in what is called Kernel representation of port-Hamiltonian
systems. In the next subsection we see that the interconnection structure of systems written
in the explicit form of Eq. 4.6, the constrained form of Eqs. 4.34 and 4.35 and the Kernel
representation of Eq. 4.37 can be generalized by the idea of Dirac structure. This structure
will also allow defining other representations of implicit port-Hamiltonian systems.

4.1.5 Dirac structure

The following description was partially inspired from Golo (2002). Given the linear spaces
F and E , whose elements are labeled as fff and eee, respectively2. The bond space (or power
space) is defined as: B := F × E with elements denoted by bbb := (fff,eee). The spaces F and E
are power conjugate. This means that there exists a map 〈 | 〉 defined as:

〈 | 〉 :F × E 7→ R ,
(fff,eee) 7→ P = 〈eee|fff〉 ,

(4.38)

where 〈 | 〉 is called power product. This product should satisfy the following conditions:

• it is a linear function of each coordinate,

• it is non-degenerate, that is:

– if 〈eee|fff〉 = 0 ,∀eee ∈ E , then fff = 0;
– if 〈eee|fff〉 = 0 ,∀fff ∈ F , then eee = 0,

• P has physical dimension of power.
2F is called flow space, and fff flow variable; E is called effort space, and eee effort variable; This terminology

comes from the bond graph context.
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One example of possible power product is the inner product of finite-dimensional vector
spaces. Closely related to the definition of power product, there exist a symmetric bilinear
form defined by:

� (fffa, eeea), (fff b, eeeb)�:= 〈eeea|fff b〉+ 〈eeeb|fffa〉,
(fffa, eeea), (fff b, eeeb) ∈ F × E . (4.39)

One can easily see the relationship between the power product and the bilinear form:

〈eee,fff〉 = 1
2 � (fff,eee), (fff,eee)�, ∀(fff,eee) ∈ B. (4.40)

Definition 4.1 (Dirac Structure)
A Dirac structure on B = F × E is a subspace D ⊂ B, such that D = D⊥, where ⊥ denotes
orthogonal complement with respect to the bilinear form �,� (Eq. 4.39).

Let us recall the port-Hamiltonian system presented in Eq. 4.8, flow variables are defined
as:

fff :=
[
−ẋxx
yyy

]
, fff ∈ F , (4.41)

and effort variables as:
eee =

[
∇xxxH
uuu

]
, eee ∈ E , (4.42)

then a relationship between the flow and effort variables can be written as:

fff = Seee , (4.43)

with S skew-symmetric.

It is easy to verify that the subspace of possible flow and space variables is a Dirac
structure. We just need to verify that given any (fffa, eeea) and (fff b, eeeb) ∈ B that satisfies Eq.
4.43, the bilinear form (Eq. 4.39) is equal to zero. Using as power product the usual product
(〈eee,fff〉 := fffTeee) and from the definition of the bilinear form we get:

� (fffa, eeea), (fff b, eeeb)�=fffTb eeea + fffTa eeeb (4.44)
=eeeTb STeeea + eeeTa S

Teeeb

=eeeTa (S + ST )︸ ︷︷ ︸
0

eeeb

=0 .

In the case of vector flow and effort spaces, with fff ∈ RN and eee ∈ RN , several matrix
representations are available for the Dirac structure, let us recall a few of them that appear
throughout this thesis3:

3For more details, see, e.g., Chapter 5 of van der Schaft and Jeltsema (2014), Section 2.4.1 of Macchelli and
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Kernel representation

D = {(fff,eee) ∈ F × E|Ffff + Eeee = 0} , (4.45)

where F, E are N ×N matrices satisfying: EF T + FET = 0 and rank[F |E] = dimF .

It is straightforward to verify that the explicit representation of Eq. 4.43 satisfies the
requirements. Using F = I and E = −S, it follows that S + ST = 0 and rank[I|S] = N =
dimF . Additionally, it is easy to verify that the Kernel representation for the coupling of
two particles, Eq. 4.37, with flow and effort variables given by fff =

[
−ṗ1 −ṗ2 ẋ2

]T
and

eee =
[
∂H
∂p1

∂H
∂p1

f2,e
]
, also satisfies both requirements.

Image representation

D = {(fff,eee) ∈ F × E|∃λ ∈ RN such that fff = ETλλλ,eee = F Tλλλ} , (4.46)

where F, E are N ×N matrices satisfying: EF T + FET = 0 and rank[F |E] = dimF .

Constrained input-output representation

D = {(fff,eee) ∈ F × E|∃λ ∈ RNλ such that fff = Jeee+Gλλλ , GTeee = 0} , (4.47)

where J is an N ×N skew-symmetric matrix J, here λ is the vector of Lagrange multipliers,
and G is an N ×Nλ matrix.

Note: In the constrained pHs of Eq. 4.34 and Eq. 4.35, the flow and effort variables are
defined as fff =:

[
−ṗ1 −ṗ2 ẋ2

]T
and eee =:

[
∂H
∂p1

∂H
∂p1

f2,e
]
. The relationship between these

variables is given by a constrained input-output representation of Dirac structure.

Finally, from the definition of Dirac structure, the following properties follow:

1. 〈eee,fff〉 = 0,∀(eee,fff) ∈ D,

2. dim(B) = dim(F).

The first property means that the Dirac structure is power-preserving (the structure will not
introduce/remove energy into/from the system). The second property can be connected with
the fact that one half of the variables depends on the other half: it is not possible to impose
two conjugate variables at the same time (e.g. speed and force, one is a consequence of the
other).

Melchiorri (2004), and references therein.
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4.2 Infinite-dimensional port-Hamiltonian Systems

The port-Hamiltonian formalism was extended to systems with distributed parameters by
Maschke and van der Schaft (2000). This section starts with an example: the vibrating
string is written as a port-Hamiltonian system in § 4.2.1, then the Stokes-Dirac structure
is recalled in § 4.2.2. Finally, some comments about more general 1D infinite-dimensional
port-Hamiltonian systems, well-posedness and coupling of pHs are addressed in § 4.2.3.

4.2.1 Example: the vibrating string

The vibrating string problem can be approximated using the well-known wave equation:

µ(z) ∂
2

∂t2
u(z, t) = ∂

∂z

(
T (z) ∂

∂z
u(z, t)

)
, 0 ≤ z ≤ L , (4.48)

where u(z, t) is the string vertical displacement, at point z and time t; µ(z) is the string mass
per unit length, and T (z) is the tension.

The total energy (Hamiltonian) associated with the string is given by the sum of kinetic
energy and potential energy:

H = 1
2

∫ L

z=0

(
µ(z)

(
∂u

∂t

)2
+ T (z)

(
∂u

∂z

)2)
dz . (4.49)

By defining the following variables: α1 := µ∂u∂t , which is the linear moment density; α2 := ∂u
∂z ,

which is the local string tangent angle. The Hamiltonian becomes:

H[α1(z, t), α2(z, t)] = 1
2

∫ L

z=0

( 1
µ
α1

2 + Tα2
2
)

dz . (4.50)

Remind that for finite-dimensional pHs, a skew-symmetric interconnection matrix ap-
peared. For infinite-dimensional pHs, a similar form is available. However, here the inter-
connection is provided by a differential operator. In addition, instead of using the gradient
of the Hamiltonian, variational derivatives are used (see e.g. Definition 4.1 of Olver (1993) ,
or Chapter 4 of Duindam et al. (2009)). The following definition of variational derivative is
used:

Definition 4.2
Let us consider H[u(z, t)], a functional of u(z, t):

H[u(z, t)] =
∫ b

z=a
H(u, z, t) dz . (4.51)

Supposing a variation of u = ū + εη(z). The variational derivative of H, δH
δu is defined
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from the following expression:

H(ū+ εη(z)) = H(ū) + ε

∫ b

z=a

δH

δu
η(z) dz+O(ε2) . (4.52)

Obs.: when the integrand H(u, z, t) can be written as an explicit function of u (H(u)), which
does not involve the derivatives of u, the variational derivative of H can be easily obtained by
derivation of the integrand H: δH

δu = ∂H
∂u .

The variational derivatives of the Hamiltonian (Eq. 4.50) are given by:

δH

δα1
= α1

µ
= ∂u

∂t
,

δH

δα2
= Tα2 = T

∂u

∂z
.

These variational derivatives are called co-energy variables: e1 := δH
δα1

and e2 := δH
δα2

.
In this case, we recognize that e1 represents the local string speed (∂u∂t ) and e2 the vertical
component of the tension.

The wave equation can be rewritten in terms of α1, α2, e1 and e2:

∂α1
∂t

= ∂

∂z
(Tα2) = ∂

∂z
(e2) , (4.53)

and:
∂α2
∂t

= ∂

∂t

(
∂u

∂z

)
= ∂

∂z

(
∂u

∂t

)
= ∂

∂z
(e1) . (4.54)

These two equations can be written as:[
∂α1
∂t
∂α2
∂t

]
=
[

0 ∂
∂z

∂
∂z 0

]
︸ ︷︷ ︸

J

[
e1
e2

]
, (4.55)

which looks very similar to the finite-dimensional Hamiltonian equation: ẋxx = J(xxx)∇xxxH.
Except that now J is a differential operator, and the Hamiltonian’s variational derivatives
are used instead of the gradient.

Next, the system energy exchange is considered, by analyzing the time derivative of the
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Hamiltonian along a trajectory:

d

dt
H =

∫ L

z=0

(
e1
∂α1
∂t

+ e2
∂α2
∂t

)
dz , (4.56)

=
∫ L

z=0

(
e1
∂e2
∂z

+ e2
∂e1
∂z

)
dz ,

=
∫ L

z=0

∂

∂z
(e1e2) dz ,

= e1(L, t)e2(L, t)− e1(0, t)e2(0, t) .

It is clear that the energy rate depends only on the boundary conditions of the system.
This motivates the definition of “boundary ports”. One possible choice of input ports is the
following:

uuu∂ :=
[
e1(L, t)
−e2(0, t)

]
, (4.57)

which leads to the following power-conjugated output:

yyy∂ =
[
e2(L, t)
e1(0, t)

]
, (4.58)

such that the energy flow is written as:

dH

dt
= yyyT∂uuu∂ . (4.59)

Note that this particular choice of input and output is only one among many possibilities.
A description of all the possible choices of input/outputs that lead to well-posed problems is
described by Le Gorrec, Zwart, and Maschke (2005).

In addition to energy conservation, another advantage of rewriting the wave equation
as Eq. 4.55 is that two additional conservation laws become evident. By integrating the
equations along the domain, we find:∫ L

z=0
α̇1 dz = e2(L)− e2(0) ,∫ L

z=0
α̇2 dz = e1(L)− e1(0) .

(4.60)

Finally, remember that for finite-dimensional port-Hamiltonian systems, matrix J is skew-
symmetric. For infinite-dimensional pHs, J is a formally skew-symmetric operator. This
means that:

〈J eee,fff〉 = −〈eee,Jfff〉, (4.61)

where eee(z), fff(z) are functions of z with zero boundary conditions, 〈, 〉 is the usual inner
product (here: 〈u(z),v(z)〉 =

∫ L
z=0 uT (z)v(z) dz). It is easy to verify that J is formally
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skew-symmetric for the wave equation:

〈J eee,fff〉 =
∫ L

z=0
(J eee)Tfff dz ,

=
∫ L

z=0
(
[
0 1
1 0

]
∂zeee)Tfff dz ,

=
∫ L

z=0
∂zeee

T

[
0 1
1 0

]
fff dz ,

= −
∫ L

z=0
eeeT
[
0 1
1 0

]
∂z︸ ︷︷ ︸

J

fff dz + eeeT
[
0 1
1 0

]
fff |Lz=0︸ ︷︷ ︸

0

,

= −〈eee,Jfff〉 .

(4.62)

4.2.1.1 Nonlinear case

Now let us consider the nonlinear wave equation, similar to the one presented in Section 12.2.1
of Leimkuhler and Reich (2005):

∂2u

∂t2
= ∂

∂z

(
σ′
(
∂u

∂z

))
, z ∈ [0, L] , (4.63)

where σ(.) is a nonlinear smooth function (and σ′(.) its derivative). Similarly to the previous
section, let us define α1 := ∂u

∂t , α2 := ∂u
∂z , and the following Hamiltonian:

H[α1, α2] = 1
2

∫ L

z=0

(
α2

1 + σ(α2)
)

dz . (4.64)

The variational derivatives of this Hamiltonian are:

e1 := δH

δα1
= α1 ,

e2 := δH

δα2
= σ′(α2) .

(4.65)

Thus, the non-linear wave equation can be rewritten as:[
α̇1
α̇2

]
=
[

0 ∂z
∂z 0

]
︸ ︷︷ ︸

J

[
e1
e2

]
. (4.66)

Again, J is a formally skew-symmetric (linear!) differential operator. The nonlinearity of the
system comes from the non-quadratic form of the Hamiltonian.

By computing the energy balance of the non-linear system, the same result as before is
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obtained:
Ḣ = e2(L, t)e1(L, t)− e2(0, t)e1(0, t) . (4.67)

It is important to remark that the operator J provides an interconnection structure
between the co-energy variables (ei(z, t)), the time-derivative of the energy variables (α̇i(z, t))
and the boundary ports. In the sequel, it is shown that this structure is a Dirac structure as
defined previously.

4.2.2 Stokes-Dirac structure

To verify that the differential operator presented before provides a Dirac structure, first, let
us define the flow and effort variables as:

fff := (f1(z, t), f2(z, t), yyy∂(t)) := (−α̇1(z, t), −α̇2(z, t), yyy(t)) ,
eee := (e1(z, t), e2(z, t), uuu∂(t)) := (e1(z, t), e2(z, t), uuu(t)) .

(4.68)

Additionally, we define the following power product:

P := 〈eee|fff〉 :=
∫ L

z=0

[
e1 e2

] [f1
f2

]
dz+yyyT∂uuu∂ , (4.69)

The relationship between the flow and effort variables is given by the operator J (Eq.
4.55) together with the input/output boundary ports (Eqs. 4.57 and 4.58), which are recalled
as follows: [

f1
f2

]
=
[

0 −1
−1 0

]
∂z

[
e1
e2

]
,

uuu∂ =
[
e1(L, t) −e2(0, t)

]T
,

yyy∂ =
[
e2(L, t) e1(0, t)

]T
.

(4.70)

Then, computing the bilinear product as defined in Eq. 4.39 for (fffa, eeea) and (fff b, eeeb), that
satisfy Eq. 4.70, we get:

� (fffa, eeea), (fff b, eeeb)�=
∫ L

z=0

[
ea1 ea2

] [f b1
f b2

]
dz+yyya,T∂ uuub∂ +

∫ L

z=0

[
eb1 eb2

] [fa1
fa2

]
dz+yyyb,T∂ uuua∂ ,

=
∫ L

z=0

[
ea1 ea2

] [ 0 −1
−1 0

]
∂z

[
eb1
eb2

]
dz+yyya,T∂ uuub∂+

∫ L

z=0

[
eb1 eb2

] [ 0 −1
−1 0

]
∂z

[
ea1
ea2

]
dz+yyyb,T∂ uuua∂ ,

(4.71)
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and after integration by parts of the first term, with uuu∂ and yyy∂ that satisfy Eq. 4.70:

� (fffa, eeea), (fff b, eeeb)�=−
∫ L

z=0

[
eb1 eb2

] [ 0 −1
−1 0

]
∂z

[
ea1
ea2

]
dz+

+
[
ea1 ea2

] [ 0 −1
−1 0

] [
eb1
eb2

]
|Lz=0 + yyya,T∂ uuub∂+

+
∫ L

z=0

[
eb1 eb2

] [ 0 −1
−1 0

]
∂z

[
ea1
ea2

]
dz+yyyb,T∂ uuua∂ ,

=− (ea2eb1 + ea1e
b
2)|Lz=0 + ea2(L)eb1(L)− ea1(0)eb2(0)+

+ eb2(L)ea1(L)− eb1(0)ea2(0)
=0 .

(4.72)

Thus, Eq. 4.70 gives a Dirac structure, that interconnects the flow and energy variables
defined in Eq. 4.68.

As it happened in the finite-dimensional systems, the definition of the Dirac structure is
independent of the definition of the Hamiltonian itself. Both finite and infinite-dimensional
pHs are defined by a Dirac structure together with a Hamiltonian (and sometimes with other
constitutive relations like those provided by dissipative elements, see § 4.1.3).

For infinite-dimensional systems, the Dirac structure is also known as Stokes-Dirac struc-
ture. The reason for that is that the Stokes theorem allows generalizing the computation of
the energy flow by means of boundary ports for 2D and 3D systems.

4.2.3 Generalizations, well-posedness and coupling of infinite-dimensional
port-Hamiltonian systems

More generally, 1D infinite-dimensional port-Hamiltonian systems can be written as:

ẋxx(z, t) = J eee(z, t) ,
uuu∂(t) = Beee(z, t) ,
yyy∂(t) = Ceee(z, t) ,

(4.73)

where xxx(z, t) is the vector of energy variables, eee(z, t) is the vector of co-energy variables,
given by the variational derivatives of the Hamiltonian (eee = δH

δxxx ), J is a formally skew-
adjoint operator, uuu∂ and yyy∂ are boundary ports, and B and C are boundary operators, such
that Ḣ = yyyT∂uuu∂ .

The differential operator J can be parametrized as follows:

J = P0 +
N∑
i=1

Pi
∂i

∂zi
, (4.74)
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where Pi = (−1)i+1(Pi)T . Using a procedure similar to the one presented in Eq. 4.62 for
the wave equation, it is quite straightforward to prove that this parametrization of J leads
to formally skew-symmetric operators (see, e.g., Le Gorrec, Zwart, and Maschke (2005);
Villegas (2007)).

From a mathematical point of view, one of the main difficulties when dealing with partial
differential equations is to check that the problem is well-posed, i.e., that solutions exist and
are unique. Using semi-group theory (Curtain and Zwart, 1995), many results of well posed-
ness of linear4 infinite-dimensional port-Hamiltonian systems becomes quite straightforward
(Jacob and Zwart, 2012).

Also in the case of linear infinite-dimensional systems, Le Gorrec, Zwart, and Maschke (2005)
provided an algebraic criteria, which can be used to easily check the well-posedness of port-
Hamiltonian systems.

Finally, many results exist on the coupling of pHs: Macchelli and Melchiorri (2005) discuss
the regulation problem for a problem with two coupled pHs, one finite-dimensional and the
other infinite-dimensional; Chapter 3 of Pasumarthy (2006) and Chapter 7 of Villegas (2007)
present different interconnections between finite-dimensional and infinite-dimensional systems
through boundary and distributed ports.

4.3 Tools for manipulating finite-dimensional port-Hamiltonian
systems

In the next two chapters of this thesis, infinite-dimensional port-Hamiltonian representations
of the fluid and structural dynamic equations will be obtained. Then, in Part III, semi-
discretization methods will be presented, such that the distributed systems are approximated
as finite-dimensional systems in a way that the pHs structure is preserved. Thus, each sub-
system becomes represented as a finite-dimensional pHs (as, e.g., Eq. 4.6). Indeed, after
discretization, the systems are manipulated in the computer as finite-dimensional pHs.

As explained before, one of the main interests of using the pHs is that it provides a modular
approach for modeling complex systems. The approach is compatible with object-oriented
programming paradigm. Each subsystem can be written as an object, and methods can be
programmed to manipulate the pHs. This advantage is intrinsic to the pHs formulation. In
this section, we recall two classical power-preserving interconnections (called “gyrator” and
“transformer” interconnections). Then, we recall some methods for dealing with algebraic
constraints that appear after “transformer” interconnections.

4For linear systems, the Hamiltonian is quadratic, i.e.: H[xxx] = 1
2

∫ L
z=0 xxx

TQxxxdz. And the co-energy variables
are given by: eee = Qxxx.
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4.3.1 Gyrator and transformer interconnections

In § 4.1.1 and 4.1.4, two examples of interconnections were presented (given by a mass-spring
system and two masses, respectively). Let us now repeat the interconnection procedure for a
more general case. Consider two pHs, Σ1 and Σ2, written as:

Σ1


ẋxx1 = (J1 −R1)eee1 +B1,intuuu1,int +B1,extuuu1,ext ,

yyy1,int = BT
1,inteee1 ,

yyy1,ext = BT
1,exteee1,

(4.75)

and

Σ2


ẋxx2 = (J2 −R2)eee2 +B2,intuuu2,int +B2,extuuu2,ext ,

yyy2,int = BT
2,inteee2 ,

yyy2,ext = BT
2,exteee2,

(4.76)

where xxx1(t) ∈ RN1 and xxx2(t) ∈ RN2 are the vectors of energy variables, eee1 := ∇x1H1(xxx1)
and eee2 := ∇x2H2(xxx2) are the vectors of co-energy variables. Each system has two pairs of
input/output vectors, one that will be used for interconnection (uuu1,int, yyy1,int ∈ RM1,int and
uuu2,int, yyy2,int ∈ RM2,int) and the other will be left for external interactions (uuu1,ext, yyy1,ext ∈
RM1,ext and uuu2,ext, yyy2,ext ∈ RM2,ext). As before, Ji are skew-symmetric matrices and Ri are
positive semi-definite matrices.

There are two main power-preserving interconnections of interest during the coupling of
physical systems. They are called “gyrator” and “transformer” interconnection.

Gyrator interconnection: The gyrator interconnection is depicted in Fig. 4.1. It is given
by the following relationship between the interconnection ports:

uuu1,int = −Cyyy2,int ,

uuu2,int = CTyyy1,int ,
(4.77)

where C is an M2,int ×M1,int matrix. Since uuuT1,intyyy1,int +uuuT2,intyyy2,int = 0, this interconnection
is power-preserving.

It is easy to verify that from this interconnection, we have:[
ẋxx1
ẋxx2

]
=
[

J1 −R1 −B1,intCB
T
2,int

B2,intC
TBT

1,int J2 −R2

] [
eee1
eee2

]
+
[
B1,ext 0

0 B2,ext

] [
uuu1,ext
uuu2,ext

]
,[

yyy1,ext
yyy2,ext

]
=
[
BT

1,ext 0
0 BT

2,ext

] [
eee1
eee2

]
,

(4.78)

where H = H1 + H2. Note that the ports used for interconnection totally disappear in the
previous equation: the resulting pHs is explicit. The power balance becomes dependent on
the “external” ports only:

Ḣ = uuuT1,ext yyy1,ext + uuuT2,ext yyy2,ext . (4.79)
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Σ1

Σ2

−C CT

uuu1,ext

uuu1,int

yyy1,ext

yyy1,int

uuu2,ext

uuu2,int

yyy2,ext

yyy2,int

Figure 4.1: Gyrator interconnection

Transformer interconnection: The transformer interconnection is depicted in Fig. 4.2.
It is given by the following relationship between the interconnection ports:

uuu1,int = −Cuuu2,int ,

yyy2,int = CTyyy1,int ,
(4.80)

where C is an M2,int ×M1,int matrix. Since uuuT1,intyyy1,int +uuuT2,intyyy2,int = 0, this interconnection
is also power-preserving.

In this case, the equations of the coupled system become:[
ẋxx1
ẋxx2

]
=
[
J1 −R1 0

0 J2 −R2

] [
eee1
eee2

]
+
[
B1,ext 0

0 B2,ext

] [
uuu1,ext
uuu2,ext

]
+
[
−B1,intC

B2,int

]
λλλ ,[

yyy1,ext
yyy2,ext

]
=
[
BT

1,ext 0
0 BT

2,ext

] [
eee1
eee2

]
,

0 =
[
−CTBT

1,int BT
2,int

] [eee1
eee2

]
,

(4.81)

which is no more explicit, but Eq. 4.81 is a Differential-Algebraic Equation (DAE), where
λλλ = uuu2,int is the vector of Lagrange multipliers (unknowns) of the system. This system can be
simulated using DAE solvers (Ascher and Petzold, 1998; Kunkel and Mehrmann, 2006). Other
manipulations are also possible to avoid the constraints and find an equivalent set of Ordinary
Differential Equations (ODEs) for this system, as explained in the following subsection.
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Σ1

Σ2

−C CT

uuu1,ext

uuu1,int

yyy1,ext

yyy1,int

uuu2,ext

uuu2,int

yyy2,ext

yyy2,int

Figure 4.2: Transformer interconnection

4.3.2 Dealing with algebraic constraints

Port-Hamiltonian systems with algebraic constraints (van der Schaft, 2013), as those seen in
§ 4.1.4 and § 4.3.1, can be presented in the following form:

ẋxx = (J −R)∇xxxH +Buuu+Gλλλ ,

yyy = BT∇xxxH ,

0 = GT∇xxxH ,

(4.82)

where xxx ∈ RN , uuu, yyy ∈ RM and λλλ ∈ RNλ . The matrices J and R are N ×N , B is N ×M , and
G is N ×Nλ (G has full column rank Nλ).

In order to eliminate these Nλ algebraic constraints, it is possible to use changes of vari-
ables, reducing the number of states of the system (and still having a port-Hamiltonian
system). In the linear case, a reduced-order set of ODEs can be obtained that preserves the
port-Hamiltonian structure of the system. This section recalls how such a change of variable
can be performed.

4.3.2.1 Finding a reduced-order explicit pHs by change of variables

The elimination of algebraic constraints is presented, e.g., by van der Schaft (2013) and Wu
et al. (2014). Defining an (N − Nλ) × N matrix G⊥, which is a left-annihilator of G (such
that G⊥G = 0), the N ×N matrix

M :=
[

G⊥

(GTG)−1GT

]
, (4.83)

and the new variable zzz ∈ RN :
zzz := Mxxx⇒ xxx = M−1zzz , (4.84)
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the dynamic equations can be rewritten as:

żzz = M(J −R)∇xxxH +MBuuu+MGλλλ ,

= M(J −R)∇xxxH +MBuuu+
[

G⊥

(GTG)−1GT

]
Gλλλ ,

= M(J −R)∇xxxH +MBuuu+
[
0
I

]
λλλ . (4.85)

The gradient of the Hamiltonian with respect to the new variable zzz can be computed as:

∇zzzH =
(
∂xxx

∂zzz

)T
∇xxxH ,

= M−T∇xxxH , (4.86)

leading to the following equations:

żzz = M(J −R)MT∇zzzH +MBuuu+
[
0
I

]
λλλ . (4.87)

Defining J̃ := MJMT (which is still skew-symmetric), R̃ := MRMT (which is still symmetric
and positive semi-definite) and B̃ := MB:

żzz = (J̃ − R̃)∇zzzH + B̃uuu+
[
0
I

]
λλλ . (4.88)

Similarly, the output equation can be rewritten as:

yyy = BTMT∇zzzH ,

= B̃T∇zzzH , (4.89)

and the constraint equation as:

0 = GTMT∇zzzH ,

= (MG)T∇zzzH ,

=
[
0 I

]
∇zzzH . (4.90)

So, the dynamic equations with constraints can be written as:

żzz = (J̃ − R̃)∇zzzH + B̃uuu+
[
0
I

]
λλλ ,

yyy = B̃T∇zzzH ,

0 =
[
0 I

]
∇zzzH .

(4.91)
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The vector zzz can be split in two parts, zzz1 ∈ R(N−Nλ) and zzz2 ∈ RNλ :

żzz1

żzz2

 =

J̃11 J̃12

J̃21 J̃22

−
R̃11 R̃12

R̃21 R̃22

∇zzz1H

∇zzz2H

+

B̃1

B̃2

uuu+

0
I

λλλ ,
yyy =

[
B̃1 B̃2

]T ∇zzz1H

∇zzz2H

 ,
0 =

[
0 I

] ∇zzz1H

∇zzz2H

 .
(4.92)

The constraints from the third equation implies that ∇zzz2H(zzz1, zzz2) = 0 and the equations
can be simplified into: 

żzz1 = (J̃11 − R̃11) ∂H∂zzz1
(zzz1, zzz2) + B̃1uuu ,

yyy = B̃1
T ∂H
∂zzz1

(zzz1, zzz2) ,
0 = ∂H

∂zzz2
(zzz1, zzz2) .

(4.93)

Note that the dynamical system has fewer dynamic states (N − Nλ), but an implicit
equation has to be solved to find zzz2 at each time. In the linear case, the system can be
simplified further. For linear pHs, the Hamiltonian is quadratic and its gradient can be
written as:

∇xxxH = Qxxx . (4.94)

The gradient of H with respect to zzz is given by:

∇zzzH = M−TQM−1zzz , (4.95)

Defining:
Q̃ := M−TQM−1 , (4.96)

we get:
∇zzzH = Q̃zzz , (4.97)[

∇zzz1H

∇zzz2H

]
=
[
Q̃11 Q̃12
Q̃21 Q̃22

] [
zzz1
zzz2

]
. (4.98)

So, the dynamic equations become:
żzz1 =

(
J̃11 − R̃11

) (
Q̃11zzz1 + Q̃12zzz2

)
+ B̃1uuu ,

yyy = B̃T
1 (Q̃11zzz1 + Q̃12zzz2) ,

0 = Q̃21zzz1 + Q̃22zzz2 .

(4.99)

Assuming that Q̃ is positive-definite (which is usually the case for mechanical systems), the
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Nλ ×Nλ matrix Q̃22 is also positive-definite and thus invertible, such that:

zzz2 = −Q̃−1
22 Q̃21zzz1 . (4.100)

Thus, the system can be written explicitly as:

żzz1 = (J̃11 − R̃11)
(
Q̃11 − Q̃12Q̃

−1
22 Q̃21

)
zzz1 + B̃1uuu ,

yyy = B̃T
1

(
Q̃11 − Q̃12Q̃

−1
22 Q̃21

)
zzz1 .

(4.101)

4.3.2.2 Finding the values of the Lagrange multipliers

An alternative method to find an explicit version of Eq. 4.82 consists in computing the values
of the Lagrange multipliers λλλ. This can be done by the time-derivation of the constraint
equation:

0 = GT
∂2H

∂xxx2 ẋxx , (4.102)

where the N ×N matrix ∂2H
∂xxx2 (xxx) is the Hessian of the Hamiltonian evaluated at xxx. From the

substitution of the dynamical equation:

0 = GT
∂2H

∂xxx2 [(J −R)∇xxxH +Gλλλ+Buuu] ,

0 = GT
∂2H

∂xxx2 [(J −R)∇xxxH +Buuu] +GT
∂2H

∂xxx2 Gλλλ ,

(4.103)

and assuming the Nλ ×Nλ matrix GT ∂2H
∂xxx2 G is invertible, λλλ can be computed as:

λλλ = −
(
GT

∂2H

∂xxx2 G

)−1

GT
∂2H

∂xxx2 [(J −R)∇xxxH +Buuu] . (4.104)

Remark 4.1
If the system is linear, the Hamiltonian is quadratic: H = 1

2xxx
TQxxx. Thus, the Hessian

∂2H
∂x2 = Q is constant, and the Lagrange multiplier reads:

λλλ = −
(
GTQG

)−1
GTQ [(J −R)Qxxx+Buuu] . (4.105)

4.4 Conclusions

The main goal of this chapter was to provide a general overview of port-Hamiltonian systems
as a modeling technique, and to recall the main tools that are used in the next chapters to
model the fluid-structure system. Some characteristics of these systems that motivates their
use are recalled here:
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• it is physically motivated (by the classical Hamiltonian theory);

• it provides a modular way to model complex systems, which can be easily implemented
in object-oriented computer languages, and used for simulation;

• it can be used for modeling nonlinear, multi-physics and distributed systems;

• after rewriting PDEs as the wave equation using the port-Hamiltonian formalism, sev-
eral conservation laws become evident and physically relevant variables appear as inter-
connection ports (that can be used to interconnect with other systems);

• many results exist about well-posedness of 1D linear infinite-dimensional pHs.

Moreover, in the case of infinite-dimensional systems, semi-discretization methods that
preserve port-Hamiltonian structure are available, as described in the Part III of this thesis.

Finally, another interest of port-Hamiltonian systems that was not treated in this chapter,
but that is one of the main motivations for the study of pHs is that it also provides powerful
tools for stability analysis and control design. Some of these aspects are recalled in Part IV.
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Chapter 5

PHs model of a Piezoelectric beam

Many different approaches are available for modeling the structural dynamics. Beam (1D)
and plate (2D) models are commonly used for many applications in aerospace industry. A
1D model is adequate for modeling our experimental device, since the structure has a large
ratio between its length and width.

In the case of the beam model, two different dynamics must be represented: the bending
and torsion motions.

Among the bending models, several alternatives exists, each one assuming different hy-
pothesis. The most commons are:

1. Euler-Bernoulli: cross-section dimensions are negligible in comparison with length;

2. Rayleigh: rotation inertia of the section is included;

3. Timoshenko: both rotation inertia and shear stress is included.

Since the cross-section of our beam is small, and we are only interested on the low-frequency
behavior of the dynamics, an Euler-Bernoulli model of the beam is used in this thesis.

For the torsion model, we use the Saint-Venant torsion model, which is equivalent to a
wave equation.

Modeling of beams with piezoelectric patches is well known in the literature (see, e.g.,
Banks, Smith, and Wang (1996), Aglietti et al. (1997), and Preumont (2011)).

Several previous contributions were presented in the last years for modeling and dis-
cretization of a beam with piezoelectric patches as pHs (Macchelli, van der Schaft, and Mel-
chiorri, 2004a; Voss, Scherpen, and van der Schaft, 2008; Voss, Scherpen, and Onck, 2008;
Voss, 2010; Voss and Scherpen, 2011c; Voss and Scherpen, 2014; Morris and Ozer, 2013)).

In this contribution, voltage is used as an external control input of the piezoelectric mate-
rial. This comes with a difficulty, since an unbounded input operator appears. This problem
was avoided in the previous articles using two different strategies: 1) by including the electric
field (which is equivalent to the voltage) as an extra dynamic variable, instead of an input;
2) by including the magnetic field dynamics. The first solution can be used for simulation,
but leads to a finite-dimensional approximation that is not stabilizable (Voss, 2010; Voss and
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Scherpen, 2011c). The second solution introduces dynamic states of high frequency (that
usually does not affect the dynamics in the frequency range of interest in mechanical prob-
lems). After spatial discretization, both solutions lead to constrained state-space systems,
in the form of Differential Algebraic Equations (DAE), since the piezoelectric voltage is an
output of these systems.

This work uses only the mechanical variables as energy variables. The final finite-dimensional
system has voltage as input. The finite-dimensional state-space obtained does not have any
constraints related to the voltage. The unbounded operator that appears requires that a weak
formulation be used before spatial discretization, as described in Chapter 9.

This chapter is organized as follows: firstly, the piezoelectric beam model for bending is
presented in Section 5.1. Secondly, the torsion model is presented in 5.2. Then, Section 5.3
gathers both models in a single equation. The use of distributed ports to introduce damping
in the model is presented in Section 5.4. Finally, comments and conclusions are adressed in
Section 5.5.
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5.1 Bending

This section is divided in two parts. Firstly, the partial differential equations for the piezoelec-
tric beam in bending are obtained from the Hamilton principle. Secondly, the equations are
written using the port-Hamiltonian formalism, and it is shown that the energy flows through
the boundary and distributed ports.

5.1.1 Derivation of equations from Hamilton principle

A beam with a piezoelectric patch attached to its surface is considered as presented in Fig. 5.1.
The beam has the following properties: length L, thickness t, width b, section area S = bt,
density ρ, Young modulus E. The patch has the following properties: length (b−a), thickness
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tp, width bp, section area Sp = bptp, density ρp, Young modulus Ep and the piezoelectric charge
constant γ.

0 La b z

y

t
tp

Figure 5.1: Beam with piezoelectric patch

Neglecting the rotational inertia, the kinetic energy is given by:

K = 1
2

∫
Ω
ρẇ2 dV ,

= 1
2

∫ L

z=0
(ρS + ρpSpΠab(z)) ẇ2 dz , (5.1)

where w(z, t) is the local deflection, ẇ is its time-derivative and Πab(z) is the rectangular
function, defined as:

Πab(z) :=


0, z ≤ a ,
1, a < z < b ,

0, b ≤ z .
(5.2)

It is assumed that the strain ε is only due to bending, such that: ε = −y ∂2
z2w(z, t). In this

case, the potential elastic energy is:

P = 1
2

∫
Ω
σmecε dV , (5.3)

where σmec = Ei ε is the mechanical stress. After integration over the cross-sectional area:

P = 1
2

∫ L

z=0
(EI + Πab(z)EpIp)

(
∂2
z2w

)2
dz , (5.4)

where I and Ip are the area moments of inertia of the plate and the piezo, respectively, with
respect to the neutral axis (y = 0):

I = b

∫ t/2

y=−t/2
y2 dy = bt3

12 ,

Ip = bp

∫ t/2+tp

y=t/2
y2 dy = bp

(
(t/2 + tp)3

3 − t3

24

)
.

(5.5)

The work due to the voltage v(z, t) applied to the piezoelectric patch is given by:

W = 1
2

∫
Ω
σelecεdV , (5.6)

where σelec = −γEy(z, t) (Ey(z, t) is the electric field in the y direction, γ is the piezoelectric
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electro-mechanical constant). The electric field is proportional to the voltage applied to the
piezoelectric patches, i.e.: Ey(z, t) = v(z,t)

tp
. This leads to the following work expression:

W = 1
2

∫ L

z=0
γ
v(z, t)
tp

Πab(z)Ip,1 ∂2
z2w dz , (5.7)

where Ip,1 is the first moment of area of the piezoelectric patch, i.e.,

Ip,1 = bp

∫ t/2+tp

y=t/2
y dy = bptp

2 (t+ tp) . (5.8)

Finally, using the Hamilton Principle, i.e.,

δ

∫ tf

t1
(K − P +W) dt = 0 , (5.9)

the following partial differential equation is obtained:

µ(z)ẅ =− ∂2
z2

(
κ(z)∂2

z2w
)

+ ∂2
z2 (Πab(z)kpv(z, t)) , (5.10)

where:

µ(z) :=ρS + ρpSpΠab(z) ,
κ(z) :=EI + Πab(z)EpIp ,

kp :=γIp,1
tp

.

(5.11)

5.1.2 Port-Hamiltonian representation

Equation 5.10 is rewritten using the port-Hamiltonian formalism as explained below. First,
the system Hamiltonian is given by:

HB[xB1 , xB2 ] = 1
2

∫ L

z=0

(
xB1 (z, t)2

µ(z) + κ(z)xB2 (z, t)2
)

dz , (5.12)

where xB1 (z, t) and xB2 (z, t) are the energy variables, defined as follows:

xB1 (z, t) := µ(z)ẇ(z, t) ,
xB2 (z, t) := ∂2

z2w(z, t) .
(5.13)

The superscript B stands for bending. The first term of the Hamiltonian is the kinetic energy
and the second is the potential energy.

The variational derivatives of the Hamiltonian (Eq. 5.12) with respect to xB1 and xB2 are
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given by:

eB1 (z, t) := δHB

δxB1
= xB1 (z, t)

µ(z) = ẇ(z, t) ,

eB2 (z, t) := δHB

δxB2
= κ(z)xB2 (z, t) .

(5.14)

Notice that eB1 is the local vertical speed, and eB2 is the local restoring torque (bending
moment).

Using these newly defined energy and co-energy variables, Eq. 5.10 can thus be rewritten
as: [

ẋB1
ẋB2

]
=
[

0 −∂2
z2

∂2
z2 0

]
︸ ︷︷ ︸

J

[
eB1
eB2

]
+
[
∂2
z2

0

]
Πab(z)kpv(z, t) , (5.15)

where J is a formally skew-symmetric operator.

The time-derivative of the Hamiltonian is computed as:

ḢB =
∫ L

z=0

(
eB1 ẋ

B
1 + eB2 ẋ

B
2

)
dz ,

=
∫ L

z=0

(
eB1

(
−∂2

z2eB2 + ∂2
z2Πab(z)kpv(z, t)

)
+ eB2 ∂

2
z2eB1

)
dz ,

=
∫ L

z=0

(
∂z
(
−eB1 ∂z(eB2 ) + ∂z(eB1 ) eB2

)
+ eB1 ∂

2
z2Πab(z)kpv(z, t)

)
dz ,

=
(
−eB1 ∂z(eB2 ) + ∂z(eB1 )eB2

) ∣∣∣∣L
z=0

+
∫ b

z=a
kpv(z, t) ∂2

z2eB1 dz . (5.16)

The first part of ḢB depends only on the boundary values of eB1 (vertical speed), eB2 (torque),
∂ze

B
1 (rotation speed) and ∂ze

B
2 (force). As in the example of the previous chapter, this

motivates the definition of the boundary-ports. From Eq. 5.16, one possible definition is the
following:

yyyB∂ :=


fB1∂
fB2∂
fB3∂
fB4∂

 :=


∂ze

B
2 (0)

−eB2 (0)
−eB1 (L)
∂ze

B
1 (L)

 , uuuB∂ =


eB1∂
eB2∂
eB3∂
eB4∂

 =


eB1 (0)
∂ze

B
1 (0)

∂ze
B
2 (L)

eB2 (L)

 . (5.17)

Moreover, since the second part of ḢB depends on the distributed voltage v(z, t), it also
motivates the definition of a power-conjugated output to v(z, t) given by:

yB(z, t) := kp ∂
2
z2eB1 , a < z < b . (5.18)
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The final energy flow (ḢB) thus reads:

ḢB = yyyB∂
T
uuuB∂ +

∫ b

z=a
v(z, t)yB(z, t) dz . (5.19)

This system is an infinite-dimensional pHs with boundary ports uuuB∂ and yyyB∂ , and dis-
tributed ports v(z, t) and yB(z, t).

A useful particular case: In practice, for a single piezoelectric patch v(z, t) = v(t) (the
voltage is uniform along the patch). In this case, ḢB becomes:

ḢB = yyyB∂
T
uuuB∂ + kp∂ze

B
1

∣∣∣∣b
z=a

v(t) ,

= yyyB∂
T
uuuB∂ + kp

(
∂ze

B
1 (b)− ∂zeB1 (a)

)
v(t) . (5.20)

This energy flow motivates the definition of yv, which is the conjugate output of the
applied voltage v:

yv := kp
(
∂ze

B
1 (b)− ∂zeB1 (a)

)
. (5.21)

Finally, the full vector of inputs and outputs of the bending model can be defined as:

yyyB :=


∂ze

B
2 (0)

−eB2 (0)
−eB1 (L)
∂ze

B
1 (L)
yv

 , uuu
B =


eB1 (0)
∂ze

B
1 (0)

∂ze
B
2 (L)

eB2 (L)
v

 , (5.22)

and the energy flow is equal to ḢB = (uuuB)TyyyB.

Remark 5.1
All the usual boundary conditions of the Euler-Bernoulli beam can be set using the previously
defined boundary ports:

Case conditions
Free w′′ = 0 and w′′′ = 0 ⇐⇒ eB2 = 0 and ∂eB2

∂z = 0
Simply supported w′′ = 0 and w = constant ⇐⇒ eB2 = 0 and eB1 = 0
Clamped w′ = constant and w = constant ⇐⇒ ∂eB1

∂z = 0 and eB1 = 0
Point force F w′′ = 0 and EIw′′′ = F ⇐⇒ eB2 = 0 and ∂eB2

∂z = F

Point torque M EIw′′ = M and w′′′ = 0 ⇐⇒ eB2 = M and ∂eB2
∂z = 0

In the case of the simply supported and clamped boundary conditions, the values of the position
(w) and angle (w′) at boundary conditions are constant. These constant values are equivalent
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to zero speed (eB1 ) and angular speed (∂e
B
1

∂z ).

Remark 5.2
The energy exchange depends on the system’s boundary conditions and distributed ports. In
the clamped-free beam, for example, the following boundary conditions apply:

• Clamped end at z = 0: eB1 (0, t) = 0 and ∂
∂z e

B
1 (0, t) = 0;

• Free end at z = L: eB2 (L, t) = 0 and ∂
∂z e

B
2 (L, t) = 0.

In this specific case: ḢB = yv(t)v(t). In our case, the flexible beam is connected to a rigid
tank with fluid, so the free-end boundary conditions are:

ḢB = eB2 (L)∂zeB1 (L)− ∂zeB2 (L)eB1 (L) + yv(t)v(t). (5.23)

Remark 5.3
The output yv(t), which is power conjugated to the input voltage v(t), has dimension of cur-
rent. However, it does not represent the total current that flows through the electrodes, but
only a part of it. Physically, it represents the component of the current linked to the electro-
mechanical coupling usually referred as “motional current”.

5.2 Torsion

In this section, a simplified model for the torsion of the beam is considered using the Saint-
Venant theory of torsion (see, e.g., Section 2.3.1 of Hodges and Pierce (2011)). In the sequel,
the derivation of the dynamic equations from Hamilton principle is briefly recalled. Then,
the equations are represented in the port-Hamiltonian form.

5.2.1 Derivation of equations from Hamilton principle

Defining θ(z, t) as the local torsional angle, z the position along the beam, t the time, the
kinetic energy due to torsion is given by:

K = 1
2

∫
Ω
ρ(xθ̇)2 dV ,

= 1
2

∫ L

z=0
ρIpθ̇

2 dz , (5.24)

where Ip is the section polar moment of inertia per unit length.

The potential (elastic) energy is given by:

P = 1
2

∫ L

z=0
GJ(∂θ

∂z
)2 dz ,
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where G is the material shear constant and J is the section torsion constant.

From Hamilton principle, the following equation is obtained:

Ip
∂2

∂t2
θ(z, t) = ∂

∂z

(
GJ

∂

∂z
θ(z, t)

)
, 0 ≤ z ≤ L , (5.25)

which is a linear wave equation.

Remark 5.4
In the previous development, it is possible to include the external work due to the voltage
applied to the piezoelectric patches. However, since we are assuming symmetric actuations
with respect to the torsion axis, the total work is equal to zero. Further research should include
the influence of the voltage in the torsion equation when excitations that are not symmetric.
In this case, an additional term will appear in Eq. 5.25 (similar to + ∂2

∂z2

(
kTp Πab(z)v(z, t)

)
,

as it happened for the bending equations).

5.2.2 Port-Hamiltonian representation

Defining as energy variables xT1 := ∂θ
∂z and xT2 := −I ∂θ∂t , we get:

∂

∂t

[
xT1
xT2

]
=
[

0 −∂z
−∂z 0

] [
eT1
eT2

]
, (5.26)

where eT1 = GJxT1 = GJ ∂θ∂z and eT2 = xT2
I = −∂θ

∂t , which are the variational derivatives of the
Hamiltonian, given by:

HT (xT1 , xT2 ) = 1
2

∫ L

z=0

(
GJ(xT1 )2 + (xT2 )2

Ip

)
dz. (5.27)

Notice that eT1 is the restoring torque (moment of twist) and eT2 is the torsion angular velocity.
The time-derivative of the Hamiltonian can be computed as:

ḢT =(uuuT )TyyyT , (5.28)

where:
yyyT =

[
−eT2 (L, t)
eT1 (0, t)

]
, anduuuT =

[
eT1 (L, t)
eT2 (0, t)

]
. (5.29)

Remark 5.5
All usual boundary conditions for the torsion equation can be represented by set using the
boundary ports:
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Case conditions
Free GJθ′ = 0 =⇒ eT1 = 0
Fixed θ = constant =⇒ eT2 = 0
Point torque M GJθ′ = M =⇒ eT1 = M

Again, the constant value of the angle θ in the fixed boundary condition is equivalent to a zero
angular speed eT2 .

Remark 5.6
Again, it is possible to see that the energy flows through the boundaries.

In the fixed-free case, for example, the following boundary conditions apply:

• Fixed end: eT2 (0, t) = 0;

• Free end: eT1 (L, t) = 0,

and the system is power conserving: ḢT = 0. In this work, the beam is clamped at z = 0
(eT2 (0, t) = 0) and connected to the tank at z = L. For this reason, ḢT is equal to:

ḢT = −eT2 (L, t)eT1 (L, t). (5.30)

5.3 Beam equations with both bending and torsion

It is possible to write both the bending and torsion equations together as a single port-
Hamiltonian system. Firstly, the Hamiltonian is the sum of both Hamiltonians (Eqs. 5.12
and 5.27):

HBT [xB1 , xB2 , xT1 , xT2 ] = 1
2

∫ L

z=0

(
(xB1 )2

µ(z) + κ(z)(xB2 )2 +GJ(xT1 )2 + (xT2 )2

Ip

)
dz , (5.31)

secondly, the equations are simply given by the concatenation of Eqs. 5.15 and 5.26:
ẋB1
ẋB2
ẋT1
ẋT2

 =


0 −∂2

z2 0 0
∂2
z2 0 0 0
0 0 0 −∂z
0 0 −∂z 0



eB1
eB2
eT1
eT2

+


∂2
z2Πab(z)kp

0
0
0

 v(z, t) , (5.32)

where the co-energy variables are given by the variational derivatives of the Hamiltonian, i.e.,[
eB1 eB2 eT1 eT2

]T
:=
[
δHBT

δxB1

δH
δxB2

δH
δxT1

δH
δxT2

]T
with distributed output:

yB(z, t) := kp ∂
2
z2eB1 , a < z < b . (5.33)
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and boundary input/output:

yyyBT∂ :=



∂ze
B
2 (0)

−eB2 (0)
−eB1 (L)
∂ze

B
1 (L)

−eT2 (L)
eT1 (0)


, uuuBT∂ =



eB1 (0)
∂ze

B
1 (0)

∂ze
B
2 (L)

eB2 (L)
eT1 (L)
eT2 (0)


. (5.34)

Finally, the power-balance of the coupled system is given by:

ḢBT = (yyyBT )TuuuBT +
∫ b

z=a
yB(z, t)v(z, t) dz . (5.35)

The bending and the torsion equations were modeled independently in the previous sec-
tions and consequently are decoupled in Eq. 5.32: the interconnection matrix has no coupling
terms between the bending and torsion co-energy variables; and the Hamiltonian also has no
coupling terms between the energy variables. In this thesis, the interactions between the two
equations is made through the boundary conditions, that are used to couple the beam with
the tank, as explained in Chapter 7.

Remark 5.7
By looking at the kinetic energy of the system under both bending w(z, t) and torsion θ(z, t),
it is found that:

K = 1
2

∫
Ω
ρ
(
ẇ + yθ̇

)2
dΩ ,

= 1
2

∫
Ω
ρ
(
ẇ2 + 2yẇθ̇ + y2θ̇2

)
dΩ ,

= 1
2

∫ L

z=0

(
µ(z)ẇ2 + 2I1ẇθ̇ + Ipθ̇

2
)

dz ,

(5.36)

where I1 =
∫
S ρydS is the first moment of area, which is equal to zero in our symmetric plate

with uniformly distributed parameters.

In a more general case, where the center of gravity of the section does not coincide with
the elastic axis, I1 6= 0. In this latter case, the kinetic energy term from the Hamiltonian
would couple the equations of bending and torsion.

5.4 Introducing damping through distributed dissipative ports

The beam equations presented before does not take into account any dissipation. In the
real system, however, dissipative forces introduce damping in the dynamics of the structure.
As recalled in § 4.1.3 for finite-dimensional systems, damping can be introduced in pHs
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formulation by coupling with dissipative elements, given by constitutive relations between
conjugate input and output ports of the pHs. A similar approach is possible for infinite-
dimensional pHs, and different types of damping models are possible (see, e.g., Matignon
and Hélie (2013)). Let us recall two of them here, namely, the viscous damping and the
Kelvin-Voigt damping.

Viscous damping: In the case of the bending equations, it is possible to introduce a
distributed vertical force q(z, t). In the case of torsion, it is possible to introduce a distributed
torque τ(z, t). The equations become:


ẋB1
ẋB2
ẋT1
ẋT2

 =


0 −∂2

z2 0 0
∂2
z2 0 0 0
0 0 0 −∂z
0 0 −∂z 0



eB1
eB2
eT1
eT2

+


∂2
z2Πab(z)kp

0
0
0

 v(z, t) +


1 0
0 0
0 0
0 1


[
q(z, t)
τ(z, t)

]
, (5.37)

with the following new distributed outputs:

[
yq(z, t)
yτ (z, t)

]
=
[
1 0 0 0
0 0 0 1

]
eB1
eB2
eT1
eT2

 . (5.38)

Thus, the power balance of this system becomes:

ḢBT
d := ḢBT +

∫ L

z=0
yq(z, t)q(z, t) dz+

∫ L

z=0
yτ (z, t)τ(z, t) dz . (5.39)

Using the following constitutive relations:[
q(z, t)
τ(z, t)

]
= −

[
dB1 (z) 0

0 dT1 (z)

] [
yq(z, t)
yτ (z, t)

]
, (5.40)

where dB1 (z) and dT1 (z) are positive functions of z (dB1 (z), dT1 (z) > 0, ∀ z ∈ [0, L]), the power
balance becomes:

ḢBT
d := ḢBT −

∫ L

z=0
dB1 (z)yq(z, t)2 dz︸ ︷︷ ︸

≤0

−
∫ L

z=0
dT1 (z)yτ (z, t)2 dz︸ ︷︷ ︸

≤0

. (5.41)

Recall that yq(z, t) = eB1 (z, t) and yτ = eT2 (z, t) are the vertical and angular velocities of the
beam, respectively. Thus, these two terms remove energy if the velocities are different from
zero at some point.
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The equations with dissipation can be rewritten without the dissipative ports as:
ẋB1
ẋB2
ẋT1
ẋT2

 =


−dB1 (z) −∂2

z2 0 0
∂2
z2 0 0 0
0 0 0 −∂z
0 0 −∂z −dT1 (z)



eB1
eB2
eT1
eT2

+


∂2
z2Πab(z)kp

0
0
0

 v(z, t) . (5.42)

Rewriting the original PDE of bending (Eq. 5.10), with the proposed damping, we get:

µ(z)ẅ = − ∂2

∂z2

(
κ(z) ∂

2

∂z2w

)
+ ∂2

∂z2 (Πab(z)kpv(z, t))− dB1 (z)ẇ(z, t)︸ ︷︷ ︸
viscous damping

, (5.43)

where the last term is classically known as viscous damping.

Similarly, for the torsion (Eq. 5.25), we get:

Ipθ̈(z, t) = ∂

∂z

(
GJ

∂

∂z
θ(z, t)

)
− dT1 (z)θ̇(z, t)︸ ︷︷ ︸

viscous damping

. (5.44)

Kelvin-Voigt damping: Now we introduce four distributed ports q1 and q2 that act on
the bending, τ1 and τ2 that act on the torsion. The pHs is written as follows (the voltage
input is ignored to simplify the presentation):

ẋB1
ẋB2
ẋT1
ẋT2

 =


0 −∂2

z2 0 0
∂2
z2 0 0 0
0 0 0 −∂z
0 0 −∂z 0



eB1
eB2
eT1
eT2

+


1 ∂2

z2 0 0
0 0 0 0
0 0 0 0
0 0 1 ∂z



q1(z, t)
q2(z, t)
τ1(z, t)
τ2(z, t)

 , (5.45)

with their conjugated outputs:
yq1(z, t)
yq2(z, t)
yτ1(z, t)
yτ2(z, t)

 =


1 0 0 0
∂2
z2 0 0 0
0 0 0 1
0 0 0 −∂z



eB1
eB2
eT1
eT2

 , (5.46)

and the following power balance:

ḢBT
d :=ḢBT +

∫ L

z=0
yq1(z, t)q1(z, t) dz+

∫ L

z=0
yτ1(z, t)τ1(z, t) dz

+
∫ L

z=0
yq2(z, t)q2(z, t) dz+

∫ L

z=0
yτ2(z, t)τ2(z, t) dz .

(5.47)
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Now the following constitutive relations are used:
q1(z, t)
q2(z, t)
τ1(z, t)
τ2(z, t)

 = −


dB1 (z) 0 0 0

0 dB2 (z) 0 0
0 0 dT1 (z) 0
0 0 0 dT2 (z)



yq1(z, t)
yq2(z, t)
yτ1(z, t)
yτ2(z, t)

 , (5.48)

with positive dB1 (z), dT1 (z), dB2 (z) and dT2 (z). Thus, the power balance becomes:

ḢBT
d :=ḢBT −

∫ L

z=0
dB1 (z)yq(z, t)2 dz︸ ︷︷ ︸

≤0

−
∫ L

z=0
dT1 (z)yτ (z, t)2 dz︸ ︷︷ ︸

≤0

−
∫ L

z=0
dB2 (z)

(
∂2

∂z2 yq(z, t)
)2

dz︸ ︷︷ ︸
≤0

−
∫ L

z=0
dT2 (z)

(
∂

∂z
yτ (z, t)

)2
dz︸ ︷︷ ︸

≤0

.

(5.49)

In this case, the original PDEs become:

µ(z)ẅ = − ∂2

∂z2

(
κ(z) ∂

2

∂z2w

)
+ ∂2

∂z2 (Πab(z)kpv(z, t))−dB1 (z)ẇ(z, t)︸ ︷︷ ︸
viscous damping

− ∂2

∂z2

(
dB2 (z) ∂

2

∂z2 ẇ(z, t)
)

︸ ︷︷ ︸
Kelvin-Voigt damping

,

(5.50)
Ipθ̈(z, t) = ∂

∂z

(
GJ

∂

∂z
θ(z, t)

)
− dT1 (z)θ̇(z, t)︸ ︷︷ ︸

viscous damping

− ∂

∂z

(
dT2 (z) ∂

∂z
θ̇(z, t)

)
︸ ︷︷ ︸

Kelvin-Voigt damping

. (5.51)

Remark 5.8
In the beam equations with external voltage as input (e.g., Eqs. 5.15 and 5.37), the input
operator is unbounded and the rectangular function is discontinuous. Despite of these difficul-
ties, existence and uniqueness results for such systems can be found in Chapter 4 of Banks,
Smith, and Wang (1996). The conditions for well-posedness, presented in Theorem 4.1 of that
reference, are satisfied when using Kelvin-Voigt damping. During the semi-discretization of
these equations, a weak formulation has to be used to overcome these difficulties, as presented
in Chapter 9.

5.5 Conclusions

The main goal of this chapter was to introduce the structural dynamic models that are used
in this thesis for modeling the fluid-structure system. Thanks to the boundary ports, the
structural dynamics will be coupled with the fluid dynamics and the tank in Chapter 7.

Previous work on port-Hamiltonian models of beams with piezoelectric actuators used
two approaches for introducing the piezoelectric effect: 1) used the electric field as an energy
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variable of the system. In this case, the voltage is an output of the system; 2) included
magnetic field equations, and the voltage is applied in the boundary conditions. Differently
from previous work, we used the voltage as an external control input. This lead to equations
with fewer variables (since only mechanical energy variables are considered), and more simple
boundary conditions (there are no boundary conditions related to the voltage). However, this
choice leads to the appearance of an unbounded distributed control input, such that usual
power-preserving discretization methods cannot be directly applied. This difficulty will be
addressed in Chapter 9 by using a weak formulation.

Moreover, in the end of the chapter we discussed the introduction of damping on the beam
models.
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Chapter 6

PHs model of liquid sloshing in
moving containers

Shallow Water Equations (SWE, also known as Saint-Venant equations) are probably the
simplest infinite-dimensional mathematical representation for a fluid with free-surface. Nev-
ertheless, these equations are still used for the modeling and control of sloshing in moving
tanks. Petit and Rouchon (2002) proposed new equations, where the tank horizontal position
and rotation angle are the control inputs of the system. Alemi Ardakani and Bridges (2010)
and Alemi Ardakani (2016) studied the coupling between Saint-Venant equations with a hor-
izontally moving vehicle. In this case, a Hamiltonian formulation is proposed, allowing the
use of a symplectic integration scheme.

The SWE were also recently extended to the port-Hamiltonian framework, but with a
different goal: modeling and controlling the flow on open channel irrigation systems (Ham-
roun, Lefèvre, and Mendes, 2007; Hamroun et al., 2010). In this latter case, there is neither
rotation nor translation of the channels.

The main contribution of this chapter is that port-Hamiltonian models of SWE for the
liquid sloshing in moving containers are proposed. Differently from previous work (that does
not use the pHs framework), here the fluid and the tank are viewed as open systems, providing
interconnection ports that allow coupling with arbitrarily complex mechanical systems.

This chapter is divided in two main parts. Firstly, the SWE in 1D are obtained using
the port-Hamiltonian formalism in Section 6.1. These equations are used in the subsequent
chapters for simulation and control of the fluid-structure system. Then, the equations are
extended to 2D flows in Section 6.2. Finally, a discussion about the limitations and a possible
alternative to this model is presented in Section 6.3.
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Preliminary remark
It is important to recall that the tank of the experimental device presented in Chapter 3 is
cylindrical. However, the equations are derived in the sequel for a rectangular tank. In order
to find a good agreement of the liquid sloshing in a cylinder using a rectangular tank model,
we consider that:

• The dimensions of the free-surface in the cylindrical tank are preserved in the rectangular
tank model;

• The total volume of fluid in the cylindrical tank is preserved.

6.1 The 1D Shallow Water Equations

In this section, the fluid equations for a moving tank are presented. Firstly, in § 6.1.1,
the equations obtained from Euler-Lagrange formulation, as presented by Petit and Rou-
chon (2002), are recalled. This leads to equations that can be used for simulating tanks with
a prescribed trajectory. Then, in § 6.1.2 these equations are rewritten in the port-Hamiltonian
formalism. The new equations provide interconnection ports that can be used to couple with
other systems. One observation that is made in § 6.1.2.1 is that a rigid mass is necessary
to allow writing the equations in this formalism. We could also include the other rigid body
inertias of the tank. However, to emphasize the modularity of the pHs approach, the rigid
body equations of the tank are presented separately in Appendix B.

6.1.1 Euler-Lagrange formulation

Our goal is to model the dynamics of a fluid in a moving tank, as presented in Fig. 6.1. The
equations presented here were previously obtained by Petit and Rouchon (2002). The variable
D(t) represents the horizontal position of the tank (with respect to an inertial frame), θ(t)
is the angle of the tank relative to horizontal. The height of fluid is given by h(z, t), where
z is the position along the tank (measured in local coordinates). The fluid speed, measured
relative to the tank is given by u(z, t).

The first equation comes from the mass conservation:

∂h

∂t
+ ∂

∂z
(hu) = 0 . (6.1)
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D θ

h
z

Figure 6.1: Moving tank

The system kinetic energy is given by:

T =
∫ a/2

z=−a/2

1
2ρbh

(
(u+ Ḋ cos θ)2 + (−Ḋ sin θ + zθ̇)2

)
dz , (6.2)

where ρ is the fluid density, b is the tank width, a is the tank length, Ḋ(t) is the tank horizontal
speed and θ̇(t) is the tank rotation rate. Notice that (u + Ḋ cos θ) is the inertial fluid speed
in the direction of the tank bottom, (−Ḋ sin θ + zθ̇) is the inertial fluid speed perpendicular
to the tank bottom. The term zθ̇ is the component of speed due to the rotation of the tank
(around the center of the tank at z = 0).

The gravitational energy of the fluid is given by:

U =
∫ a/2

z=−a/2
ρbg

(
h2

2 cos θ + hz sin θ
)

dz , (6.3)

where g is the gravitational acceleration.

The system Lagrangian is thus given by:

L = T − U . (6.4)

In order to find the equations of motion, the minimum of the Lagrangian constrained to
mass conservation (Eq. 6.1) is computed:

δL = δ(T − U) + δ

∫ a/2

z=−a/2
λ(z, t)(∂h

∂t
+ ∂

∂z
(hu)) dz = 0 . (6.5)

After applying the variation with respect to h, u and λ, the following equations are found
(see Petit and Rouchon (2002) for a detailed derivation):

∂h

∂t
= − ∂

∂z
(hu) ,

∂u

∂t
= −D̈ cos θ − ∂

∂z

(
u2

2 + gz sin θ + gh cos θ − z2θ̇2

2

)
,

(6.6)

with boundary conditions given by u(−a/2, t) = u(a/2, t) = 0.

These equations can be used for simulation of a tank under prescribed motion, or controlled
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by the inputs D(t) and θ(t). However, coupling these equations with a more complex system
does not prove straightforward. That is the reason why they will be rewritten under the
port-Hamiltonian formalism in the subsequent subsection.

The step by step derivation presented hereafter will lead (on page 70) to Eqs. 6.38-6.39
and the balance Eq. 6.40 for the same system. This new representation has several advantages
compared to Eq. 6.6. Firstly, it presents the equations in a physically structured way. This
means that this representation highlights the system conservation laws (mass, momentum
and energy conservation). Secondly, boundary and interconnection ports are defined, which
allows the fluid to be coupled with a more complex system. Finally, as it will be presented in
Part III, the same properties will be preserved in the finite-dimensional approximation with
the proposed numerical methods.

6.1.2 Port-Hamiltonian formulation

Here, Eqs. 6.6 is written as an infinite-dimensional pHs such as:

∂

∂t

[
α1
α2

]
=
[

0 −∂z
−∂z 0

]
︸ ︷︷ ︸

J

[
e1
e2

]
, (6.7)

where J is a formally skew-symmetric operator, α1(z, t) and α2(z, t) are infinite-dimensional
variables, ei := δH

δαi
are the variational derivatives of the system Hamiltonian with respect to

αi(z, t).

Before finding the quite involved port-Hamiltonian version of the previous equations, two
simplified versions are first addressed in § 6.1.2.1 and § 6.1.2.2: the tank moving horizontally
only, and the tank with rotations only. Then, the full system will be presented in § 6.1.2.3.

6.1.2.1 Tank moving horizontally only

Considering that the tank is fixed at horizontal (θ(t) = 0), the equations of the moving tank
(Eq. 6.6) simplify to:

∂h

∂t
= − ∂

∂z
(hu) ,

∂u

∂t
= −D̈ − ∂

∂z

(
u2

2 + gh

)
,

(6.8)

the kinetic and potential energies are given by:

T =
∫ a/2

z=−a/2

1
2ρbh(u+ Ḋ)2 dz , U =

∫ a/2

z=−a/2
ρbg

h2

2 dz , (6.9)

leading to the following total energy (Hamiltonian) H = T + U .
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First attempt: The following change of variables is proposed: α1(z, t) = bh(z, t) and
α2(z, t) = ρ(u(z, t) + Ḋ(t)), where α1 is the fluid section area and α2 is the fluid momentum
by area. Rewriting the Hamiltonian as a function of α1 and α2, we get:

H[α1, α2] =
∫ a/2

z=−a/2

1
2

(
α1α

2
2

ρ
+ ρg

α2
1
b

)
dz . (6.10)

By computing the variational derivative with respective to α1 and α2, it is found:

e1 := δH

δα1
= α2

2
2ρ + ρg

α1
b

= ρ

(
(u+ Ḋ)2

2 + gh

)
,

e2 := δH

δα2
= α1α2

ρ
= bh(u+ Ḋ) .

(6.11)

Notice that it is not possible to recover the dynamic Eq. 6.8 using the Hamiltonian
framework (as Eq. 6.7):

∂α1
∂t

= − ∂

∂z
(bhu) 6= − ∂

∂z
e2 = − ∂

∂z
bh(u+ Ḋ) ,

∂α2
∂t

= − ∂

∂z
ρ

(
u2

2 + gh

)
6= − ∂

∂z
e1 = − ∂

∂z
ρ

(
(u+ Ḋ)2

2 + gh

)
.

(6.12)

Solution: To overcome this problem, it is necessary to include a kinetic energy term for the
tank in addition to the fluid kinetic energy. This can be done by including the term 1

2mT Ḋ
2

in the system Hamiltonian, where mT is the tank mass:

H =
∫ a/2

z=−a/2

1
2
(
ρbh(u+ Ḋ)2 + ρbgh2

)
dz+1

2mT Ḋ
2. (6.13)

A new momentum variable for the rigid body translation degree of freedom is defined:

p(t) := ∂H

∂Ḋ
=
∫ a/2

z=−a/2
ρbh(u+ Ḋ) dz+mT Ḋ . (6.14)

Using the same change of variables (α1,α2, as previously defined), p(t) can be written as:

p(t) =
∫ a/2

z=−a/2
α1α2 dz︸ ︷︷ ︸

M[α1,α2]

+mT Ḋ , (6.15)

and rewriting the Hamiltonian as a function of α1, α2 and p, we have:

H[α1, α2, p] =
∫ a/2

z=−a/2

1
2

(1
ρ
α1α

2
2 + ρg

b
α2

1

)
dz+(p−M)2

2mT
. (6.16)
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By computing the variational derivatives of H with respect to α1 and α2, it is found:

e1 := δH

δα1
= α2

2
2ρ + ρg

α1
b
− (p−M)

mT

δM
δα1

,

= α2
2

2ρ + ρg
α1
b
− (p−M)

mT
α2 ,

= ρ
(u+ Ḋ)2

2 + ρgh− Ḋρ(u+ Ḋ) ,

= ρ
u2

2 + ρgh− ρḊ2 . (6.17)

e2 := δH

δα2
= α1

α2
ρ
− (p−M)

mT

δM
δα2

,

= bh(u+ Ḋ)− (p−M)
mT

α1 ,

= bh(u+ Ḋ)− Ḋbh ,
= bhu . (6.18)

Now it is possible to rewrite the dynamic equations as:

∂α1
∂t

= − ∂

∂z
(bhu) = − ∂

∂z
e2 ,

∂α2
∂t

= − ∂

∂z
ρ

(
u2

2 + gh

)
= − ∂

∂z
e1 .

(6.19)

Differently from Eq. 6.12 obtained in the first attempt, Eq. 6.19 is written in the classical
port-Hamiltonian framework, as Eq. 6.7.

In addition, the dynamic equations of the rigid body (tank) can be found. For this, let us
first compute the partial derivatives of the Hamiltonian with respect to the finite-dimensional
variables D and p:

eD := ∂H

∂D
= 0 ,

ep := ∂H

∂p
= p−M

mT
= Ḋ ,

(6.20)

The dynamic equations for the rigid body are thus given by:

∂p

∂t
= −eD + Fext ,

∂D

∂t
= ep .

(6.21)
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The fluid and rigid body equations can then be written as:

∂

∂t


α1(z, t)
α2(z, t)
p(t)
D(t)

 =


0 −∂z 0 0
−∂z 0 0 0

0 0 0 −1
0 0 1 0



e1
e2
ep
eD

+


0
0
1
0

Fext , (6.22)

and the output is given by:

Ḋ =
[
0 0 1 0

] 
e1
e2
ep
eD

 . (6.23)

The system power balance is computed:

Ḣ = e2(−a/2, t)e1(−a/2, t)− e2(a/2, t)e1(a/2, t) + ḊFext , (6.24)

which, as presented in the introduction for the wave equation, motivates the definition of
boundary ports: uuu∂ =

[
e1(a/2, t) , e2(−a/2, t)

]T
and yyy∂ =

[
−e2(a/2, t) , e1(−a/2, t)

]T
.

The energy rate becomes: Ḣ = uuuT∂ yyy∂ + ḊFext.

In the specific case of a closed tank, the boundary conditions are: e2(−a/2, t) = e2(a/2, t) =
0 (no volumetric flow through the tank walls) and the power balance reduces to:

Ḣ = ḊFext . (6.25)

Since it has both finite-dimensional (p(t) and D(t)), and infinite-dimensional variables
(α1(z, t) and α2(z, t), the final system (Eqs. 6.22, 6.23 and 6.25) is called a mixed finite-infinite
dimensional pHs (m-pHs, as introduced, e.g., in Pasumarthy and van der Schaft (2004), and
Macchelli and Melchiorri (2005)).

6.1.2.2 Tank under rotations only

Considering now that the tank can rotate and that the horizontal displacement is D(t) = 0,
Eq. 6.6 becomes:

∂h

∂t
= − ∂

∂z
(hu) ,

∂u

∂t
= − ∂

∂z

(
u2

2 + gz sin θ + gh cos θ − z2θ̇2

2

)
.

(6.26)
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The kinetic and potential energies are given by:

T =
∫ a/2

z=−a/2

1
2
(
ρbh

(
u2 + (zθ̇)2

))
dz ,

U =
∫ a/2

z=−a/2
ρbg

(
h2

2 cos θ + hz sin θ
)

dz .
(6.27)

The system Hamiltonian is given by: H = T +U . A new moment variable for the rotation
motion is defined:

pθ := ∂H

∂θ̇
=
(∫

ρbhz2 dz
)

︸ ︷︷ ︸
If (h)

θ̇, (6.28)

where If is the rotation inertia of the fluid (which is time-dependent, since it depends on
h(z, t)).

Let us define α1 = bh and α2 = ρu and rewrite the Hamiltonian as a function of α1, α2,
pθ and θ:

H[α1, α2, pθ, θ] =
∫ a/2

z=−a/2

(
α1α

2
2

2ρ + ρg(α
2
1

2b cos θ + α1z sin θ)
)

dz+ p2
θ

2If
. (6.29)

By computing the variational derivatives of H with respect to α1 and α2, we get:

e1 := δH

δα1
= α2

2
2ρ + ρg(α1

b
cos θ + z sin θ)− 1

2

(
pθ
If

)2
δIf
δα1

,

= α2
2

2ρ + ρg(α1
b

cos θ + z sin θ)− 1
2 θ̇

2ρz2) ,

= ρ

(
u2

2 + gh cos θ + gz sin θ − 1
2 θ̇

2z2
)
, (6.30)

e2 := δH

δα2
= α1

α2
ρ
,

= bhu . (6.31)

Here, the co-energy variable e1 includes a negative term related to the rotation of the
tank 1

2ρθ̇
2z2. This term also appears in the rotating Bernoulli equation (see, e.g., McDon-

ald (2012)).

It is easy to verify that Eqs. 6.26 can now be rewritten using the port-Hamiltonian
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framework (Eq. 6.7):

∂α1
∂t

= − ∂

∂z
(bhu) = − ∂

∂z
e2 ,

∂α2
∂t

= − ∂

∂z
ρ

(
u2

2 + gz sin θ + gh cos θ − z2θ̇2

2

)
= − ∂

∂z
e1 .

(6.32)

Finally, it is also possible to write the rotation degree of freedom equations from the
Hamiltonian, by computing the partial derivatives with respect to pθ and θ:

epθ := ∂H

∂pθ
= pθ
If

= θ̇ ,

eθ := ∂H

∂θ
=
∫ a/2

z=−a/2
ρbg

(
−h

2

2 sin θ + hz cos θ
)

dz ,
(6.33)

and the dynamic equations are:

∂pθ
∂t

= −eθ +Mext ,

∂θ

∂t
= epθ .

(6.34)

Rewriting the fluid and rigid body equations in the matrix form, we have:

∂

∂t


α1(z, t)
α2(z, t)
pθ(t)
θ(t)

 =


0 −∂z 0 0
−∂z 0 0 0

0 0 0 −1
0 0 1 0



e1
e2
epθ
eθ

+


0
0
1
0

Mext, (6.35)

and the output is:

θ̇ =
[
0 0 1 0

] 
e1
e2
epθ
eθ

 . (6.36)

The system power balance is given by:

Ḣ = uuuT∂ yyy∂ + θ̇Mext , (6.37)

where uuu∂ =
[
e1(a/2, t) , e2(−a/2, t)

]T
and yyy∂ =

[
−e2(a/2, t) , e1(−a/2, t)

]T
. Again, in the

case of a closed tank, the boundary conditions are: e2(−a/2, t) = e2(a/2, t) = 0 and the power
balance reduces to Ḣ = θ̇Mext.
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6.1.2.3 Tank under both translations and rotation

The procedure for obtaining the port-Hamiltonian equations is exactly the same as the one
previously presented for the simplified cases with only translation or rotation. However,
due to the fact that the fluid couples with the two rigid-body motions, the mathematical
procedure becomes much more tedious and for this reason only the final result is presented
in this section. The full development is presented in Appendix A, leading to the following
system:

∂

∂t



α1(z, t)
α2(z, t)
p(t)
D(t)
pθ(t)
θ(t)


=



0 −∂z 0 0 0 0
−∂z 0 0 0 0 0

0 0 0 −1 0 0
0 0 1 0 0 0
0 0 0 0 0 −1
0 0 0 0 1 0





eF1
eF2
eFp
eFD
eFpθ
eFθ


+



0 0
0 0
1 0
0 0
0 1
0 0


[
Fext
Mext

]
, (6.38)

where α1(z, t) = bh(z, t) and α2(z, t) = ρ(u(z, t) + Ḋ(t) cos θ(t)), p and pθ are the linear and
angular momentum, as in the previous sections. The co-energy variables eFi are obtained from
the variational or partial derivatives of the Hamiltonian with respect to each energy variable
(α1, α2, p, D, pθ, θ). The superscript F stands for Fluid.

The outputs are Ḋ and θ̇, which are conjugated with respect to the inputs Fext and Mext:

[
Ḋ

θ̇

]
=
[
0 0 0 0 1 0
0 0 1 0 0 0

]


eF1
eF2
eFp
eFD
eFpθ
eFθ


. (6.39)

The power balance is:

ḢF = (uuuF∂ )TyyyF∂ + ḊFext + θ̇Mext, (6.40)

where uuuF∂ =
[
eF1 (a/2, t) , eF2 (−a/2, t)

]T
and yyyF∂ =

[
−eF2 (a/2, t) , eF1 (−a/2, t)

]T
. Now, new

input/output vectors with all the port variables can be defined:

yyyF =


−eF2 (a/2, t)
eF1 (−a/2, t)

Ḋ

θ̇

 , uuuF =


eF1 (a/2, t)
eF2 (−a/2, t)

Fext
Mext

 , (6.41)

such that the power balance is given by ḢF = (uuuF )TyyyF .

Assuming a tank with no flow through the walls, the boundary conditions are: eF2 (−a/2, t) =
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eF2 (a/2, t) = 0 (since eF2 (z, t) = bhu is the volumetric flow). In this case:

ḢF = ḊFext + θ̇Mext. (6.42)

Recall that Eqs. 6.38, 6.39 and 6.40 are a new representation of equation 6.6. This new
representation (a mixed finite-infinite dimensional pHs) brings several advantages. Eq. 6.38
is presented in a structured way: J is a formally skew-symmetric matrix operator; the energy
rate of change (Eq. 6.40) is related to the interconnection ports; boundary ports define the
boundary conditions and are given by the co-energy variables evaluated at the boundary. In
particular, the definition of the conjugated input/output ports makes it easy to couple this
system with a more complex one.

An additional remark that can be drawn from Eq. 6.38 is that two additional conservation
laws are verified. By integrating the infinite-dimensional energy variables α1(z, t) and α2(z, t)
over the domain: ∫ a/2

z=−a/2
α̇1(z, t) dz = eF2 (−a/2, t)− eF2 (a/2, t) ,∫ a/2

z=−a/2
α̇2(z, t) dz = eF1 (−a/2, t)− eF1 (a/2, t) .

(6.43)

The first integral represents the time rate of the total volume inside the domain (since the
fluid is incompressible, it expresses the mass conservation law). The second one represents the
time rate of the total linear momentum of the fluid. Both equations show that, similarly to the
power balance Ḣ, these conservation laws depend only on the co-energy variables evaluated
at the boundary.

So far, the mass of the tank was taken into account. Otherwise, the port-Hamiltonian
form of the equations could not be obtained, as pointed out in § 6.1.2.1. The additional tank
inertias could have been included in the development of the fluid equations (by including their
contributions of kinetic energy to the Hamiltonian). However, since we want to emphasize
the modularity of the port-Hamiltonian approach, we modeled the rigid tank inertias inde-
pendently as presented in Appendix B. These inertias are thus coupled with the full system
in Chapter 7.

Remark 6.1
No dissipation is included in the previous equations. Recall that for the beam, dissipation was
included through distributed ports in § 5.4, together with constitutive relations for a dissipative
element. The same procedure is applied for the fluid. A distributed port that acts on the linear
momentum αF2 (z, t) variable is included. The following equations are obtained (the rigid body
variables are ignored for simplifying the presentation):

∂

∂t

[
α1(z, t)
α2(z, t)

]
=
[

0 −∂z
−∂z 0

] [
eF1
eF2

]
+
[
0
1

]
q(z, t) (6.44)
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with distributed output:

yq(z, t) =
[
0 1

] [eF1
eF2

]
. (6.45)

Neglecting the boundary and rigid-body ports, the power balance is given by:

Ḣ =
∫ L/2

z=−a/2
yq(z, t)q(z, t) dz . (6.46)

Using the constitutive relation, q(z, t) = −d1(z)yq(z, t) (with d1(z) > 0), we get

Ḣ = −
∫ L/2

z=−a/2
d1(z)(eF2 )2 dz ≤ 0 , (6.47)

and the equations become:

∂

∂t

[
α1(z, t)
α2(z, t)

]
=
[

0 −∂z
−∂z −d1(z)

] [
eF1
eF2

]
. (6.48)

Remark 6.2
Another possibility to introduce damping is to use a second order differential operator, similar
to the Kelvin-Voigt damping presented in § 5.4. Using q(z, t) = −d2

∂2

∂z2 yq(z, t), where d2 is
positive, the power balance becomes:

Ḣ =
∫ L/2

z=−a/2
eF2 d2

∂2

∂z2 e
F
2 dz ,

= −
∫ L/2

z=−a/2
d2

(
∂

∂z
eF2

)2
dz+d2

(
eF2 (z, t) ∂

∂z
eF2 (z, t)

) ∣∣∣∣L/2
z=−a/2

,

(6.49)

Since in the case of fluid inside a tank eF2 (z, t) = 0 at the boundaries (no-flow through the
walls), Ḣ ≤ 0 and the second order differential operator removes energy from the system. The
equation with dissipation becomes:

∂

∂t

[
α1(z, t)
α2(z, t)

]
=
[

0 −∂z
−∂z −d2 ∂

2
z2

] [
eF1
eF2

]
. (6.50)

This second-order dissipative term is similar to the diffusion term in the viscous Burger’s
equation.

6.2 The 2D Shallow Water Equations

In the subsequent chapters of this thesis, the one-dimensional shallow water model presented
in the previous section is used for modeling and control of the fluid-structure system. Still,
an extension to bi-dimensional flows is presented here.
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A model of the bi-dimensional shallow water equations using the port-Hamiltonian frame-
work was previously presented by Hamroun (2009). In this section, the 2D shallow water
equations is firstly used to model the liquid sloshing in the pHs formalism without rigid body
motions in § 6.2.1. The main difference in comparison to the work of Hamroun (2009) is that
a skew-symmetric matrix G that represents the gyroscopic forces is introduced. Secondly,
following a procedure similar to the previous sections, rigid body motion is included, and a
pHs model of the 2D liquid sloshing in moving containers is obtained.

6.2.1 Equations without rigid body motion

The classical shallow water equations, obtained from the mass and momentum conservation
laws, are considered in this section. In two dimensions, the mass conservation is written as:

∂h

∂t
= −div (h~vvv) , (6.51)

where h = h(x, y, t) is the fluid height, ~vvv = ~vvv(x, y, t) is the fluid velocity vector, x and y are
the spatial coordinates, t is the time.

The momentum conservation equation is given by:

∂ρ~vvv

∂t
+ ρ(~vvv · ~∇∇∇)~vvv = −~∇∇∇ (ρgh) , (6.52)

where g is the acceleration of gravity, ρ is the fluid density (assumed constant in time and
uniform in space).

Using the following vector calculus identity:

(~vvv · ~∇∇∇)~vvv = ~∇∇∇(1
2‖
~vvv‖2) + (~∇∇∇× ~vvv)× ~vvv , (6.53)

where ~∇∇∇ × ~vvv is the rotational of ~vvv (sometimes denoted ~curlcurlcurl~vvv ), the momentum equation
becomes:

∂ρ~vvv

∂t
= −~∇∇∇

(1
2ρ‖

~vvv‖2 + ρgh

)
− ρ(~∇∇∇× ~vvv)× ~vvv , (6.54)

where the last term (ρ(~∇∇∇× ~vvv)× ~vvv) can be rewritten as:

ρ(~∇∇∇× ~vvv)× ~vvv = ρω

[
0 −1
1 0

]
~vvv , (6.55)

with ω(x, y, t) := (∂xv− ∂yu) the local vorticity term, u(x, y, t) and v(x, y, t) the components
of ~vvv = [u, v]T .

The system energy is given by the sum of kinetic and potential (gravitational) energies:

E[~vvv, h] = 1
2

∫
Ω

(
ρh‖~vvv‖2 + ρgh2

)
dΩ . (6.56)
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The fluid momentum is defined as ~ααα := ρ~vvv, and the Hamiltonian as:

H[~ααα, h] := 1
2

∫
Ω

(1
ρ
h‖~ααα‖2 + ρgh2

)
dΩ . (6.57)

Rewriting it using the scalar components of ~ααα :=
[
αx, αy

]T
=
[
ρu, ρv

]T
:

H[αx, αy, h] = 1
2

∫
Ω

(1
ρ
h(α2

x + α2
y) + ρgh2

)
dΩ , (6.58)

it becomes straightforward to compute the variational derivatives with respect to each variable
(h,αx,αy):

eh(x, y, t) := δH

δh
= 1

2ρ(α2
x + α2

y) + ρgh

= 1
2ρ(u2 + v2) + ρgh

eαx(x, y, t) := δH

δαx
= 1
ρ
hαx = hu ,

eαy(x, y, t) := δH

δαy
= 1
ρ
hαy = hv ,

(6.59)

where u and v are the scalar components of ~vvv. Note that eh is the total pressure (the sum of
the dynamic pressure 1

2ρ(u2 +v2) and the static pressure ρgh), eαx and eαy are the volumetric
flow (per unit length) in each direction.

It is easy to verify that the Eqs. 6.51 and 6.54 (mass and momentum conservation) can
thus be rewritten as: 

∂h
∂t
∂αx
∂t
∂αy
∂t

 =

 0 −∂x −∂y
−∂x 0 ρ

h ω

−∂y − ρ
h ω 0


 eheαx
eαy

 , (6.60)

or alternatively, in vector form:1[
∂h
∂t
∂~ααα
∂t

]
=
[

0 −div
−~∇∇∇ G

] [
eh
~eee~ααα

]
, (6.61)

where ~eee~ααα := δH
δ~ααα :=

[
eαx , eαy

]T
, and G is defined as:

G(h, ∂xαy, ∂yαx) := ρ

h
ω

[
0 1
−1 0

]
= 1
h

(∂xαy − ∂yαx)
[

0 1
−1 0

]
. (6.62)

The skew-symmetric term G that depends on the energy variables introduces a nonlinearity in
the interconnection matrix. Moreover, this term depends on spatial derivatives of the energy

1 The operator
[

0 −div
−~∇∇∇ 0

]
is formally skew-symmetric (see, e.g., Zwart and Kurula (2014) for an analysis

of this operator on N−dimensional spatial domains).
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variables (∂xαy, ∂yαx). Thus, equations 6.60 and 6.61 are not in the usual form of infinite-
dimensional pHs. A more standard form would be G(h, αx, αy), which is not the case here.
But still, we can derive useful properties. Let us look at the power balance of the system, by
taking the time-derivative of Eq. 6.57:

Ḣ[~ααα, h] = 1
2

∫
Ω

(
ḣ
‖~ααα‖2

ρ
+ 2h~ααα

ρ
· ~̇ααα+ 2ghρḣ

)
dΩ ,

=
∫

Ω

(
ḣ( 1

2ρ‖
~ααα‖2 + ρgh) + h

~ααα

ρ
· ~̇ααα
)

dΩ ,

=
∫

Ω

(
−div(~eee~ααα)eh +~eee~ααα · (−~∇∇∇(eh) + G~eee~ααα)

)
dΩ ,

=
∫

Ω

−div(~eee~ααα)eh −~eee~ααα · ~∇∇∇(eh) +~eee~ααα · G~eee~ααα︸ ︷︷ ︸
0

 dΩ ,

=
∫

Ω
−div(eh~eee~ααα) dΩ ,

=
∫
∂Ω
−eh(~eee~ααα · ~nnn) dΓ .

(6.63)

Notice that the power balance depends only on the boundary values of eh (the pressure)
and ~eee~ααα · ~nnn is the flow of fluid in the normal direction of system domain. Similarly to what
happened in one-dimensional systems, the previous power balance allows defining boundary
ports. In the two-dimensional case, the boundary ports are distributed along the boundary
of the domain (and here represented by the pressure and normal direction of fluid).

In the following sections, we introduce the motion of the tank in the 2D fluid equations.
The procedure is similar to the one-dimensional case, presented in Section 6.1. For pedagogical
reasons, the translation and rotation motions are firstly treated independently in § 6.2.2 and
§ 6.2.3. Then, the case with both translations and rotations is treated in § 6.2.4.

6.2.2 Equations for a moving tank: translations only

Here the fluid is assumed to be inside of a tank moving with speed ~̇DDD =
[
Ḋx Ḋy

]T
, and with

rigid mass mT . The rigid body motion is assumed to be only on the same plane of surface of
the fluid. The Hamiltonian of the moving tank together with the fluid is given by:

H[~vvv, h, ~̇DDD] = 1
2

∫
Ω

(
ρh‖~vvv + ~̇DDD‖2 + ρgh2

)
dΩ +1

2mT ‖ ~̇DDD‖2 . (6.64)

Again, a finite-dimensional momentum variable is defined:

~ppp(t) := ∂H

∂ ~̇DDD
=
∫

Ω
ρh(~vvv + ~̇DDD) dΩ +mT

~̇DDD , (6.65)
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as well as a distributed momentum variable:

~ααα := ρ(~vvv + ~̇DDD) . (6.66)

From Eq. 6.65, the tank speed can be written as:

~̇DDD =
~ppp−

∫
Ω h~ααα dΩ
mT

. (6.67)

Rewriting the Hamiltonian as a function of these newly defined energy variables, we get:

H[~ααα, h,~ppp] = 1
2

∫
Ω

(1
ρ
h‖~ααα‖2 + ρgh2

)
dΩ + 1

2mT
‖~ppp−

∫
Ω
h~ααα dΩ ‖2 , (6.68)

and the variational derivatives with respect to each variable lead to the following co-energy
variables:

~eee~ααα := δH

δα
= h

~ααα

ρ
− ~̇DDDh = h~vvv ,

eh := δH

δh
= 1

2ρ‖
~ααα‖2 + ρgh− ~̇DDD · ~ααα ,

= ρ
‖~vvv‖2

2 + ρgh− ρ‖
~̇DDD‖2

2 ,

~eee~ppp := ∂H

∂~ppp
= ~̇DDD .

(6.69)

The mass conservation equation does not change with the rigid body motion and is given
by:

∂h

∂t
= −div(h~vvv) = −div(~eee~ααα) . (6.70)

The momentum conservation equation is now given by:

∂~ααα

∂t
= −~∇∇∇(ρ‖~vvv‖

2

2 + ρgh)− ρ(~∇∇∇× ~vvv)× ~vvv = −~∇∇∇(eh) + G~eee~ααα , (6.71)

where:
G := ρ

h
(∂xv − ∂yu)

[
0 1
−1 0

]
= 1
h

(∂xαy − ∂yαx)
[

0 1
−1 0

]
. (6.72)

An additional, finite-dimensional, equation for the total momentum ~ppp can be written as:

~̇ppp = −~eee~DDD + ~FFF = ~FFF , (6.73)

where ~FFF is the vector of external forces, ~eee~DDD := ∂H

∂~DDD
= 0.

Finally, as computed before:
~̇DDD = ~eee~ppp , (6.74)
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The fluid-tank equations can thus be written as:
ḣ

~̇ααα

~̇ppp

~̇DDD

 =


0 −div 0 0
−~∇∇∇ G 0 0
0 0 0 −1
0 0 1 0



eh
~eee~ααα
~eee~ppp
~eee~DDD

+


0
0
~FFF

0

 . (6.75)

Finally, the energy flow can be computed as:

Ḣ =
∫

Ω

(
ḣeh + ~̇ααα ·~eee~ααα

)
dΩ + ~̇DDD · ~FFF ,

=
∫
∂Ω

(eh~eee~ααα · ~nnn) dΓ + ~̇DDD · ~FFF .
(6.76)

In addition to the distributed boundary ports that were already presented in the previous
section, the rigid body motion introduces the force ~FFF and speed ~̇DDD as input/output ports of
the system. In particular, since we are modeling the fluid sloshing inside tanks, the boundary
conditions are such that: ~eee~ααα · ~nnn = 0 (no flow). Thus: Ḣ = ~̇DDD · ~FFF .

6.2.3 Equations for a moving tank: planar (yaw) rotation only

Now, the tank is assumed to rotate with angular speed θ̇ around the center of the tank
(x, y) = (0, 0) (the rigid body angular velocity is perpendicular to the tank bottom). The
fluid speed with respect to a frame that moves with the tank is given by ~vvv =

[
u, v

]T
. The

inertial speed, using the same coordinates is given by
[
u− yθ̇, v + xθ̇

]T
.

The system Hamiltonian is given by:

H = 1
2

∫
Ω

(
ρh
(
(u− yθ̇)2 + (v + xθ̇)2

)
+ ρgh2

)
dΩ +1

2IT θ̇
2 , (6.77)

where IT is the tank rotation inertia (around the center of the tank). Let us define the
rotation momentum pθ(t):

pθ(t) := ∂H

∂θ̇
,

=
∫

Ω
h
(
−yρ(u− yθ̇) + xρ(v + xθ̇)

)
dΩ + IT θ̇ ,

(6.78)

and the distributed momentum variable α:

~ααα(x, y, t) :=
[
αx
αy

]
=
[
ρ(u− yθ̇)
ρ(v + xθ̇)

]
. (6.79)
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The variable pθ(t) becomes:

pθ(t) =
∫

Ω
h (−yαx + xαy)dΩ︸ ︷︷ ︸

pf (t)

+IT θ̇ , (6.80)

where the term pf [h, ~ααα] is the momentum due to the fluid.

The rotation speed θ̇ is then computed:

θ̇ = pθ(t)− pf [h, ~ααα]
IT

, (6.81)

and the Hamiltonian is written as a function of these newly defined variables:

H[h, ~ααα, pθ] = 1
2

∫
Ω

(
h‖~ααα‖2 + ρgh2

)
dΩ + 1

2IT
(pθ(t)− pf [h, ~ααα])2 . (6.82)

The co-energy variables are thus given by:

eh := δH

δh

= 1
2‖
~ααα‖2 + ρgh− (pθ − pf )

IT

δpf
δh

,

= 1
2‖
~ααα‖2 + ρgh− (pθ − pf )

IT
(−yαx + xαy) ,

(6.83)

eαx := δH

δαx

= hαx −
(pθ − pf )

IT

δpf
δαx

= hαx −
(pθ − pf )

IT
(−hy)

(6.84)

eαy := δH

δαy
,

= hαy −
(pθ − pf )

IT

δpf
δαy

,

= hαy −
(pθ − pf )

IT
(hx) ,

(6.85)

epθ := ∂H

∂pθ
,

= (pθ − pf )
IT

.

(6.86)

In terms of the original variables, these three co-energy variables become:

eh = 1
2ρ ‖

~vvv‖2 + ρgh− 1
2ρ θ̇

2(x2 + y2) , (6.87)
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eαx = hu , (6.88)

eαy = hv , (6.89)

epθ = θ̇ , (6.90)

As in the other cases, the mass conservation equation is given by:

ḣ = div(h~vvv) = div(~eee~ααα) , (6.91)

The fluid momentum conservation equation is given by:

~̇ααα = ~∇∇∇(eh) + G~eee~ααα , (6.92)

where:
G := ρ

h
(∂yu− ∂yv)

[
0 1
−1 0

]
= 1
h

(∂xαy − ∂yαx + 2ρθ̇)
[

0 1
−1 0

]
. (6.93)

The dynamics of the total momentum is given by:

ṗθ = M , (6.94)

where M is the external moment applied to the tank.

Rewriting Eqs. 6.91, 6.92 and 6.94, we get:
ḣ

~̇ααα

ṗθ
θ̇

 =


0 −div 0 0
−~∇∇∇ G 0 0
0 0 0 −1
0 0 1 0



eh
~eee~ααα
epθ
eθ̇

+


0
0
M

0

 . (6.95)

Finally, the energy flow is given by:

Ḣ =
∫

Ω

(
ḣeh + ~̇ααα ·~eee~ααα

)
dΩ +θ̇M ,

=
∫
∂Ω

(eh~eee~ααα · ~nnn) dΓ +θ̇M .
(6.96)

Again, together with the boundary ports, the moment M and the rotation speed θ̇ are the
ports of this pHs. Furthermore, in the case of the tank, with the condition of no flow through
the walls, thus: Ḣ = θ̇M .

6.2.4 Equations for a moving tank: both translations and planar rotation

Finally, let us treat the case of the moving tank with both translations, given by a translational
velocity ~̇DDD, and one rotation, given by an angular speed θ̇. The tank has a mass mT and a
rotation inertia IT .
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The system Hamiltonian (total energy) is given by:

H[~vvv, h, ~̇DDD, θ̇, θ] = 1
2

∫
Ω

ρh ∥∥∥∥∥~vvv + T (θ) ~̇DDD +
[
−y
x

]
θ̇

∥∥∥∥∥
2

+ ρgh2

dΩ +1
2mT ‖Ḋ‖2 + 1

2IT θ̇
2 ,

(6.97)
where ~vvv is written in local (moving) coordinates, ~̇DDD is written in fixed coordinates, T (θ) is a
transformation matrix from the fixed to local coordinates.

The finite-dimensional momentum variables, due to the rotation and the translations are
defined as:

pθ̇(t) := ∂H

∂θ̇
,

=
∫

Ω
ρh

(
~vvv + T (θ) , ~̇DDD +

[
−y
x

]
θ̇

)
·
[
−y
x

]
dΩ + IT θ̇ ,

(6.98)

~ppp ~̇DDD
(t) := ∂H

∂ ~̇DDD
,

=
∫

Ω
ρhT (θ)T

(
~vvv + T (θ) ~̇DDD +

[
−y
x

]
θ̇

)
dΩ +mT

~̇DDD .

(6.99)

The distributed momentum variable is given by:

~ααα(x, y, t) := ρ

(
~vvv + T (θ) ~̇DDD +

[
−y
x

]
θ̇

)
. (6.100)

Thus, the moment variables can be rewritten as:

pθ̇(t) =
∫

Ω
h~ααα ·

[
−y
x

]
dΩ︸ ︷︷ ︸

pfθ[h,~ααα]

+IT θ̇

~ppp ~̇DDD
(t) =

∫
Ω
hT (θ)T~αααdΩ︸ ︷︷ ︸
~pppf [h,~ααα]

+mT
~̇DDD

(6.101)

Using the newly defined variables, the Hamiltonian reads as:

H[~vvv, h,~ppp ~̇DDD, pθ̇] = 1
2

∫
Ω

(
h

ρ
‖~ααα‖2 + ρgh2

)
dΩ+ 1

2mT
(~ppp ~̇DDD(t)−~pppf [h, ~ααα])2 + 1

2IT
(pθ̇(t)−pfθ[h, ~ααα])2 ,

(6.102)
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and the co-energy variables are given by:

eh := δH

δh
,

= ‖~ααα‖
2

2ρ + ρgh−
~ppp ~̇DDD
−~pppf
mT

· δpf
δh
− pθ − pfθ

IT

δpfθ
δh

,

= ‖~ααα‖
2

2ρ + ρgh−
~ppp ~̇DDD
−~pppf
mT

· T (θ)T~αααh− pθ − pfθ
IT

~ααα ·
[
−y
x

]
,

(6.103)

~eee~ααα := δH

δ~ααα
,

= h~ααα

ρ
− T (θ)

~ppp ~̇DDD
−~pppf
mT

h−
pθ̇ − pfθ
IT

h

[
−y
x

]
,

(6.104)

~eee~ppp := ∂H

∂~ppp ~̇DDD
,

:=
~ppp ~̇DDD
−~pppf
mT

,

(6.105)

epθ := ∂H

∂pθ
,

:= pθ − pfθ
IT

.

(6.106)

Using the original variables, we verify that:

eh = 1
2ρ‖

~vvv‖2 + ρgh− 1
2

∥∥∥∥∥T (θ) ~̇DDD +
[
−y
x

]
θ̇

∥∥∥∥∥
2

,

~eee~ααα = h~vvv ,

~eee~ppp = ~̇DDD ,

epθ = θ̇ .

(6.107)

The full equations of the fluid, with the rotation and the translations, are given by:

ḣ

~̇ααα

~̇ppp

~̇DDD

ṗθ
θ̇


=



0 −div 0 0 0 0
−~∇∇∇ G 0 0 0 0
0 0 0 −1 0 0
0 0 1 0 0 0
0 0 0 0 0 −1
0 0 0 0 1 0





eh
~eee~ααα
~eee~ppp
e ~̇DDD
epθ
eθ̇


+



0 0
0 0
~FFF 0
0 0
0 M

0 0


, (6.108)

where:
G := ρ

h
(∂yu− ∂yv)

[
0 1
−1 0

]
= 1
h

(∂xαy − ∂yαx + 2ρθ̇)
[

0 1
−1 0

]
. (6.109)
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Finally, the power balance is computed:

Ḣ =
∫

Ω

(
ḣeh + ~̇ααα ·~eee~ααα

)
dΩ + ~̇DDD · ~FFF + θ̇M ,

=
∫
∂Ω

(eh~eee~ααα · ~nnn)dΓ + ~̇DDD · ~FFF + θ̇M .
(6.110)

Together with the boundary ports, the moment M , the rotation speed θ̇, the force ~FFF and the
velocity ~̇DDD are the ports of this port-Hamiltonian system. Furthermore, in the case of the
tank, with the condition of no flow through the walls (~eee~ααα · ~nnn = 0), we get Ḣ = ~̇DDD · ~FFF + θ̇M .

6.3 Limitations of the shallow water model

As evidenced by the name, the Shallow Water Equations are obtained with the assumption
of a small depth of fluid (in comparison to the free surface dimensions). An alternative model
that is also common for the sloshing is provided by the incompressible Euler equations. In the
linearized case, analytical transfer functions that relates the acceleration of the tank to the
force that the fluid applies in the walls of the tank can be obtained, both for the SWE and
incompressible Euler. These transfer functions are recalled in Appendix C for a rectangular
tank.

Thus, we can compare the frequency response of the linearized SWE to the depth-
dependent linear incompressible Euler equations, leading to the results of Figure 6.2. We
find that:

• The frequency response agrees very well for very small filling ratios of fluid;

• For larger filling ratios, only the first resonant frequencies agree.

The SWE are adequate for simulating the fluid in long tanks, and subject to low frequency
excitation. Rewriting the incompressible Euler equations in the port-Hamiltonian formalism
leads to a few difficulties, as we are going to see in the sequel.

First, let us recall the fluid equations for the compressible inviscid and irrotational fluid:
mass conservation: ρ̇+ div (ρ~vvv) = 0 ,

momentum conservation: ~̇vvv + ~∇∇∇
(
||~vvv||2

2 + P

ρ
+ gz

)
= 0 .

(6.111)

These equations can be rewritten using the port-Hamiltonian framework as (van der Schaft
and Maschke, 2001): [

ρ̇

~̇vvv

]
=
[

0 −div
−~∇∇∇ 0

] [
e1
~eee2

]
. (6.112)
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Figure 6.2: Frequency response of linearized sloshing equations: tank acceleration as input,
fluid force on the walls as output. It is easy to note that the agreement between shallow water
equations (Saint-Venant) and incompressible Euler is much better for small filling ratios. For
larger filling ratios, only the low-frequency behavior is adequately represented.

The Hamiltonian (total energy) is given by:

H =
∫

Ω

(
ρ ‖~vvv‖2

2 + ρU(ρ) + ρgz

)
dV , (6.113)

U(ρ) is the fluid specific internal energy.

The co-energy variables are given by the variational derivatives of the Hamiltonian, i.e.,

e1 := δH

δρ
= ||~vvv||

2

2 + P

ρ
+ gz ,

~eee2 := δH

δ~vvv
= ρ~vvv .

(6.114)

The power balance is given by:

Ḣ =
∫
∂Ω

((~nnn ·~eee2)e1) dγ , (6.115)

and depends only on the boundary conditions, i.e., the values of the inflow speed (~nnn · ~eee2ρ ) and
pressure ρe1 at the boundaries.

Now, let us discuss the incompressible case.2 Defining the pressure λ := ρ e1, since ρ is
constant, the dynamic equation can be rewritten as:

ρ~̇vvv = 0~eee2 − ~∇∇∇(λ) ,
0 = −div(~eee2) .

(6.116)

2For classical Hamiltonian systems, the incompressible fluid equations (without free-surface) was treated,
e.g., in Example 7.9 of Olver (1993). There, the equations were rewritten in terms of the vorticity.
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Note that the previous equation does not represent a usual infinite-dimensional pHs. Actually,
Eq. 6.116 is similar to the constrained pHs, as presented in § 4.1.4 for finite-dimensional pHs.
Here, the pressure λ plays the role of a distributed Lagrange multiplier. In the incompressible
case, the Hamiltonian is given only by the kinetic energy (since the potential energy inside
the fluid domain is constant):

H =
∫

Ω
ρ
‖~vvv‖2

2 dV . (6.117)

The power balance gives the same result as before, i.e.:

Ḣ =
∫
∂Ω

((~nnn · ~vvv)λ) dγ . (6.118)

Note that the free surface interacts with the upper boundary of the fluid domain. Further
work should be addressed to properly represent the incompressible equations with free surface
using the pHs framework.

6.4 Conclusions

In this chapter, several nonlinear models for liquid sloshing in moving containers were pro-
posed using the port-Hamiltonian framework.

Interconnection ports naturally appears when rewriting the equations as pHs. These ports
can be used to couple the fluid with other systems. In addition, the port-Hamiltonian model
highlights the conservation laws of the system (energy, mass and momentum conservation).

In Section 6.1, we introduced the port-Hamiltonian model for the fluid assuming one-
dimensional flow. Two degrees of freedom were assumed for the rigid body motion: one
rotation and one translation. This model will be used in the following chapters to model,
simulation and control of the fluid-structure system. The translation of the tank will be
coupled with the bending motion, the rotation of the tank will be coupled with the torsion
motion.

In Section 6.2, we presented an extension for the bi-dimensional SWE. The rotational
term leads to the appearence of a gyroscopic matrix G in the interconnection structure that
does not affect the power balance of the system since it is skew-symmetric. Two translations
and one rotation were taken into account. Only planar rotations were taken into account.

The fluid equations presented in this chapter are usually applied for flows in canals,
oceans and other cases where the depth of fluid is small in comparison with the free surface
dimensions. The use of SWE for modeling sloshing in tanks leads to good results in the
low frequency range, but it is limited in high frequency and cases where the depth of fluid
is large. As discussed in Section 6.3, the incompressible Euler equations provide a possible
alternative that is more accurate in these cases. However, they lead to some difficulties, since
the incompressible fluid equations are given by an infinite-dimensional constrained pHs.
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Chapter 7

Fluid-structure coupled system

The two previous chapters presented the models of the structural dynamics and fluid dynam-
ics using the port-Hamiltonian representation. A key characteristic of the port-Hamiltonian
systems is that interconnection ports are defined and these ports allows coupling the subsys-
tems in a systematic way. In this chapter, these interconnection ports are used to couple the
fluid-structure system.

Firstly, the equations, interconnection ports and the power balance of each subsystem
of the system are recalled in § 7.1. Then, kinematic and dynamic constraints are obtained,
allowing the coupling of the system using the interconnection ports in § 7.2.

7.1 Recall of the equations and interconnection ports of each
subsystem

Here we recall the equations and interconnection ports of each model presented in the previous
chapters. In the next chapters, the coupled model is used for simulation and control of the
fluid-structure device of Chapter 3. In this section, the dissipative ports are ignored for
simplifying the presentation.

Bending: The first model is the bending motion of the beam (Eq. 5.15):

∂

∂t

[
xB1 (z, t)
xB2 (z, t)

]
=
[

0 −∂2
z2

∂2
z2 0

] [
eB1 (z, t)
eB2 (z, t)

]
+
[
∂2
z2

0

]
Πab(z)kpv(t) , (7.1)

with the following interconnection ports given by Eq. 5.22:

yyyB =


∂ze

B
2 (0, t)

−eB2 (0, t)
−eB1 (L, t)
∂ze

B
1 (L, t)
yv(t)

 =


force
torque
speed

angular velocity
“current”1.

 , uuuB =


eB1 (0, t)
∂ze

B
1 (0, t)

∂ze
B
2 (L, t)

eB2 (L, t)
v(t)

 =


speed

angular velocity
force
torque
voltage

 , (7.2)

As we will see in the sequel, the boundary ports at z = L will be used for interconnection
between the the beam and the tank with fluid. The boundary ports at z = 0 are fixed to

1Recall from Remark 5.3 that yv represents the component of current linked to the electro-mechanical
coupling (also known as “motional current”)
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define clamped conditions. The voltage will be used as a control port.

The power balance, with appropriate boundary conditions at z = 0, is given by (Eq. 5.23):

ḢB = eB2 (L, t) ∂zeB1 (L, t)− ∂zeB2 (L, t) eB1 (L, t) + yv(t) v(t). (7.3)

Torsion: The second model is the torsion motion of the beam (Eq. 5.26):

∂

∂t

[
xT1 (z, t)
xT2 (z, t)

]
=
[

0 −∂z
−∂z 0

] [
eT1 (z, t)
eT2 (z, t)

]
, (7.4)

with the following ports as given by Eq. 5.29:

yyyT =
[
−eT2 (L, t)
eT1 (0, t)

]
=
[

torque
angular velocity

]
, uuuT =

[
eT1 (L, t)
eT2 (0, t)

]
=
[
angular velocity

torque

]
. (7.5)

Again, the boundary ports at z = L are used for interconnection, the boundary at z = 0 is
set to define fixed boundary conditions. In these conditions, the power balance is given by
Eq. 5.30:

ḢT = −eT2 (L, t)eT1 (L, t). (7.6)

Sloshing: The third model is the fluid in a moving tank (Eq. 6.38):

∂

∂t



α1(z, t)
α2(z, t)
p(t)
D(t)
pθ(t)
θ(t)


=



0 −∂z 0 0 0 0
−∂z 0 0 0 0 0

0 0 0 −1 0 0
0 0 1 0 0 0
0 0 0 0 0 −1
0 0 0 0 1 0





eF1 (z, t)
eF2 (z, t)
eFp (t)
eFD(t)
eFpθ(t)
eFθ (t)


+



0 0
0 0
1 0
0 0
0 1
0 0


[
Fext
Mext

]
, (7.7)

The ports are given by Eq. 6.41:

yyyF =


−eF2 (a/2, t)
eF1 (−a/2, t)

Ḋ(t)
θ̇(t)

 =


volumetric flow

pressure
speed

rotation speed

 , uuuF =


eF1 (a/2, t)
eF2 (−a/2, t)
Fext(t)
Mext(t)

 =


pressure

volumetric flow
force
torque

 ,
(7.8)

Here, the boundary ports at both sides are used to set the no-flow condition. The other ports
will be used to couple with the structural dynamics. The power balance, from Eq. 6.42:

ḢF = Ḋ(t)Fext(t) + θ̇(t)Mext(t). (7.9)

Rigid tank: Finally, additional rigid body equations are presented in Appendix B. These
equations are used to represent the inertias of the tank and its support, that are assumed to
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be rigid bodies. They are given by Eq. B.3:

d

dt

[
pθB(t)
pθT (t)

]
=
[

0 0
0 0

] [
eRBpθB (t)
eRBpθT (t)

]
+
[

1 0
0 1

] [
Mext,B(t)
Mext,T(t)

]

yyyRB =
[
θ̇B(t)
θ̇T (t)

]
=
[

1 0
0 1

] [
eRBpθB (t)
eRBpθT (t)

]
.

(7.10)

The ports are given by Eq. B.6:

yyyRB =
[
θ̇B(t)
θ̇T (t)

]
=
[
angular velocity (bending)
angular velocity (torsion)

]
, uuuRB =

[
Mext,B(t)
Mext,T(t)

]
=
[
torque (bending)
torque (torsion)

]
.

(7.11)
Both ports will be used to interconnect to the structure-fluid system. The power balance is
given by (Eq. B.5):

ḢRB = θ̇B(t)Mext,B(t) + θ̇T (t)Mext,T(t) . (7.12)

7.2 Coupling

Firstly, the kinematic constraints that naturally arise at the interconnection point are written:

• Translation speeds of each subsystem are equal (1 constraint):

eB1 (L, t) = Ḋ(t) (7.13)

• Rotation speeds in bending are equal (1 constraint):

θ̇B(t) = ∂eB1
∂z

(L, t) (7.14)

• Rotation speeds in torsion are equal (2 constraints):

θ̇T (t) = −eT2 (L, t) = θ̇F (t) (7.15)

Secondly, the Hamiltonian of the global system is written as the sum of each Hamiltonian
component (Eqs. A.5, B.4, 5.23 and 5.27):

H = HF +HRB +HB +HT . (7.16)

Finally, using the sum of each Hamiltonian component rate of change (Eqs. 7.9, 7.12, 7.3 and
7.6), and imposing the four kinematic constraints from Eqs. 7.13, 7.14 and 7.15, the following
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global Hamiltonian rate of change is obtained:

Ḣ = + Ḋ(t)
(
− ∂

∂z
eB2 (L, t) + Fext(t)

)
︸ ︷︷ ︸

FΣ

+θ̇B(t)
(
eB2 (L, t) +Mext,B(t)

)
︸ ︷︷ ︸

MΣ,B

+ θ̇T (t)
(
eT1 (L, t) +Mext,T(t) +Mext(t)

)
︸ ︷︷ ︸

MΣ,T

+yv(t)v(t) . (7.17)

Notice that FΣ, MΣ,B and MΣ,T are the sum of external forces/moments applied to each
subsystem. From a global system perspective, they are the sum of internal forces/moments
at the interconnection point, which should be equal to zero:

FΣ = 0 ,
MΣ,B = 0 ,
MΣ,T = 0 .

(7.18)

Since no damping has been taken into account in the modeling of the different components,
the only energy change in the global system is due to the piezoelectric excitation. Hence,
when imposing the constraints from Eq. 7.18, the energy flow becomes:

Ḣ = yv(t)v(t) . (7.19)

Remark 7.1
Remind that in addition to the boundary conditions that comes from the seven constraints
presented before, a few additional boundary conditions are needed for each infinite-dimensional
subsystem:

• No flow through the tank walls: eF2 (−a/2, t) = eF2 (a/2, t) = 0;

• Fixed end for torsion: eT2 (0, t) = 0;

• Fixed end for bending: eB1 (0, t) = ∂eB1
∂z (0, t) = 0.

Remark 7.2
An alternative, and more precise way, of coupling the elements is possible. In Eq. 7.13 we
assumed equal velocities for the beam deflection and tank with liquid. Using this assumption,
we are also considering that the center of gravity of the fluid is at the same point as the
interconnection point. This assumption is only exact when the tank is 100% filled (and there
is no sloshing). For partial filling ratios of the tank, there is an offset between the center of
the tank and the center of gravity of the fluid.

It is possible to rewrite the interconnection between the beam and the fluid starting with
the following kinematic constraint:

Ḋ(t) = eB1 (L, t)− yCG θ̇T (t) , (7.20)
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where yCG is the offset between the center of the tank and center of gravity. Thus, the speed
of the center of mass of the fluid (Ḋ(t)) depends both on the tip speed of the beam due to
bending (eB1 (L, t)), and the rotation speed due to torsion (θ̇T (t)).

The two other kinematic conditions (Eqs. 7.14 and 7.15) remain unchanged. Finally,

Ḣ = + Ḋ(t)
(
− ∂

∂z
eB2 (L, t) + Fext(t)

)
︸ ︷︷ ︸

F ′Σ

+θ̇B(t)
(
eB2 (L, t) +Mext,B(t)

)
︸ ︷︷ ︸

M ′Σ,B

+ θ̇T (t)
(
eT1 (L, t) +Mext,T(t) +Mext(t) + yCG Fext(t)

)
︸ ︷︷ ︸

M ′Σ,T

+yv(t)v(t) . (7.21)

Where again: F ′Σ = M ′Σ,B = M ′Σ,T = 0. Note that M ′Σ,T now includes the moment of force
due to the offset of the center of gravity of fluid.

Numerical results for both coupling strategies will be presented in Chapter 10.

7.3 Conclusions

In this short chapter, we recalled the models and the interconnection ports of the port-
Hamiltonian systems presented in the previous chapter. These systems are used to model
each element of the fluid-structure experimental device.

Thanks to the physically meaningful interconnection ports, coupling the elements becomes
straightforward. The kinematic conditions from Eqs. 7.13, 7.14 and 7.15, together with
the dynamic conditions from Eq. 7.18 provide a power-preserving interconnection structure
between the elements of the system.

One remarkable characteristic of the port-Hamiltonian systems is that this structure is
model-independent: it depends only on the interconnection ports. This gives a great mod-
ularity to this approach. For instance, if the bi-dimensional shallow water equations are
used, instead of the 1D used above, the interconnection structure would be the same (since
force/speed, torque/angular speed are the interconnection ports of the 2D shallow water
equations). Similarly, both linear and nonlinear models share the same structure.

The final system consists in a mixed finite-infinite dimensional pHs, with 6 distributed,
and 6 finite-dimensional energy variables. In the following part of this thesis, each infinite-
dimensional model will be approximated in such a way that the interconnection ports above
will be preserved using power-preserving semi-discretization methods. After semi-discretization,
the relations presented in this chapter will be used for interconnection of each module.
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Structure-preserving
semi-discretization
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Chapter 8

A recall on power-preserving
semi-discretization methods

In the previous chapters, several infinite-dimensional equations were introduced to repre-
sent phenomena like structural dynamics and fluid sloshing. Their representation as pHs
allows verifying several interesting properties, like power conserving interconnection and sta-
bility. However, for practical applications (like simulation and control), obtaining a finite-
dimensional approximation of the previous pHs equations is necessary.

In this chapter, we recall two power-preserving spatial discretization methods. The first
is the mixed finite element method, proposed by Golo et al. (2004). It divides the domain
in small “elements”, and uses different low-order basis functions to approximate the energy
and co-energy variables. The second is the geometric pseudo-spectral method proposed by
Moulla, Lefèvre, and Maschke (2012). Instead of dividing the domain in elements, it uses
high-order global basis functions.

This chapter is organized as follows. Firstly, in Section 8.1, we define the power-preserving
discretization problem as well as the kind of equation for which the recalled methods were
developed. Secondly, the mixed finite elements method is recalled in Section 8.2. Thirdly,
the pseudo-spectral method is recalled in Section 8.3. Fourthly, the relationship between the
two methods is discussed in Section 8.4. Finally, the main motivations for the extensions that
will be proposed in the following chapter are presented in Section 8.5.
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8.1 Definition of the power-preserving semi-discretization prob-
lem

As shown in Eq. 4.73, a typical representation of infinite-dimensional port-Hamiltonian is the
following:

∂ααα

∂t
(z, t) = J eee(z, t) ,

uuu∂(t) = Beee(z, t) ,
yyy∂(t) = Ceee(z, t) ,

(8.1)

such that, thanks to the fact that J is formally skew-symmetric, a Stokes-Dirac structure
can be defined with respect to the power product:

P := −
∫ L

z=0
eeeT α̇αα dz+yyyT∂uuu∂ = 0 , (8.2)

as presented in the example of § 4.2.2. By including the constitutive relation given by the
variational derivative of the Hamiltonian with respect to the energy variables eee = δH

δααα , the
power balance of the system is obtained as:

Ḣ =
∫ L

z=0

(
δH

δααα

)T
α̇αα dz = yyyT∂uuu∂ . (8.3)

We call here power-preserving semi-discretization methods, the methods that approxi-
mate Eq. 8.1 and preserve the port-Hamiltonian structure of the system, leading to a finite-
dimensional Dirac structure, e.g.:

ẋxx(t) = Jẽee(t) +Buuu∂(t) ,
yyy∂(t) = BT ẽee(t) +Duuu∂(t) ,

(8.4)

with power product given by:

Pd := − ẽeeT ẋxx+ yyyT∂uuu∂ = 0 , (8.5)

where xxx(t) is the vector of approximated energy variables, uuu∂ and yyy∂ are the vectors of
boundary ports, J is the interconnection matrix and D is the feed-through matrix, both
of them being necessarily skew-symmetric. Moreover, using constitutive relations as ẽee :=
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∇xxxHd(xxx), the gradient of the discretized Hamiltonian (Hd(xxx)), the continuous power balance
of the original system (Eq. 8.3) is preserved:

Ḣd = (∇xxxHd(xxx))T ẋxx = yyyT∂uuu∂ . (8.6)

Both the mixed finite element and geometric pseudo-spectral methods were originally
developed for equations such as the wave equation, which has the following form:[

ẋ1(z, t)
ẋ2(z, t)

]
=
[

0 ∂z
∂z 0

]
︸ ︷︷ ︸
J1

[
e1(z, t)
e2(z, t)

]
︸ ︷︷ ︸

eee

, z ∈ [0 , L] , (8.7)

with the following boundary ports:

yyy∂(t) = Beee =
[
e2(L, t)
−e1(0, t)

]
, uuu∂(t) = Ceee =

[
e1(L, t)
e2(0, t)

]
. (8.8)

Together with constitutive relations e1(z, t) = δH
δx1

and e2(z, t) = δH
δx2

, the power balance of
the infinite-dimensional system is given by:

Ḣ = yyyT∂uuu∂ . (8.9)

We recall each of the methods applied to the wave equation in the sequel.

8.2 Mixed finite element method

The mixed finite element method was proposed by Golo et al. (2004). The method divides
the domain in small “elements” where z ∈ [a, b] (with 0 ≤ a < b ≤ L). The equations and
boundary ports, for each element, are thus given by:[

ẋ1(z, t)
ẋ2(z, t)

]
=
[

0 ∂z
∂z 0

]
︸ ︷︷ ︸
J1

[
e1(z, t)
e2(z, t)

]
︸ ︷︷ ︸

eee

, z ∈ [a , b] , (8.10)

yyyab∂ (t) =
[
e2(b, t)
−e1(a, t)

]
, uuuab∂ (t) =

[
e1(b, t)
e2(a, t)

]
, (8.11)

and the power balance inside each element is given by:

Ḣab = (yyyab∂ )Tuuuab∂ . (8.12)

The central idea of the discretization method is that, in each element, different approxi-
mation bases are used for each energy and co-energy variables. After discretization in space,
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a finite-dimensional port-Hamiltonian system for each element is obtained. Finally, the ele-
ments are coupled and a port-Hamiltonian representation for the whole domain is obtained.

The method is briefly recalled in this section. For detailed proofs, the reader can check
the original paper from Golo et al. (2004). The different approximation bases are presented
in § 8.2.1. A finite-dimensional representation and the boundary ports of the system for a
single element are obtained in § 8.2.2. Then, we look at the time-derivative of the Hamil-
tonian, which motivates the definition of alternative co-energy variables in § 8.2.3. A finite-
dimensional Dirac structure for each element is thus obtained in § 8.2.4. The discretization
of the Hamiltonian gives the constitutive relations that completes the pHs in § 8.2.5. Finally,
the coupling of the elements is presented in § 8.2.6.

8.2.1 Approximation bases

The central idea is that different approximation bases are used for the energy (flow) and
co-energy (effort) variables inside each element (a ≤ z ≤ b).

Three assumptions are considered with respect to the approximation bases:

Assumption 8.1
Each energy variable (flow space) is spatially discretized using one spatial basis function
wabi (z) (for i = 1, 2):

ẋi(z, t) ≈ ẋapi (z, t) := ẋabi (t)wabi (z) , (8.13)

where the following normalization assumption on wabi (z) holds:∫ b

z=a
wabi (z) dz = 1 , (8.14)

which means that ẋabi (t) is the integral of ẋapi (z, t) along the element.

Assumption 8.2
Each co-energy variable is spatially discretized using two different basis functions wai (z) and
wbi (z) (for i = 1, 2):

ei(z, t) ≈ eapi (z, t) := eai (t)wai (z) + ebi(t)wbi (z) , (8.15)

where the following boundary conditions holds:

wai (a) = 1 wbi (a) = 0 , wai (b) = 0 , wbi (b) = 1 , (8.16)

which means that eai (t) and ebi(t) are the boundary values of the co-energy variables.

Assumption 8.3
The basis functions for the energy and co-energy variable must satisfy the original equation
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(Eq. 8.7) in the finite-dimensional space, i.e.:

ẋap1 (z, t) = ∂

∂z
eap2 (z, t) ,

ẋap2 (z, t) = ∂

∂z
eap1 (z, t) .

∀ z ∈ [a, b] . (8.17)

Using these assumptions, it is straightforward to prove the following relationships must
hold:

wab1 (z) =− ∂wa2
∂z

(z) = ∂wb2
∂z

(z) ,

wab2 (z) =− ∂wa1
∂z

(z) = ∂wb1
∂z

(z) .
(8.18)

8.2.2 Finite-dimensional equations

Using the previous assumptions, after integration of Eq. 8.17 with respect to z along [a, b]
the following finite-dimensional equations are obtained:

ẋab1 (t) = eb2(t)− ea2(t) ,
ẋab2 (t) = eb1(t)− ea1(t) ,

(8.19)

Additionally, the boundary ports defined in Eq. 8.11, can be set as a linear function of
these co-energy variables:

yyyab∂ =
[
f1∂
f2∂

]
=
[
eb2(t)
−ea1(t)

]
, uuuab∂ =

[
e1∂
e2∂

]
=
[
eb1(t)
ea2(t)

]
. (8.20)

Eq. 8.19 cannot be used for defining a Dirac structure, since it presents 2 “flow-like”
variables (ẋab1 and ẋab2 ) and 4 “effort-like” variables (ea1,eb1, ea2 and eb2). In the sequel, we
look at the time-derivative of the Hamiltonian. This will motivate the definition alternative
co-energy (effort) variables that will allow defining a Dirac structure.

8.2.3 Preserving the power balance

In this subsection, the time-derivative of the Hamiltonian in the finite-dimensional space
is analyzed. This analysis will be essential to guarantee that the energy is preserved after
discretization.

The time-derivative of the Hamiltonian in [a, b] is given by:

Ḣab =
∫ b

z=a
(ẋ1e1 + ẋ2e2) dz , (8.21)
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which can be approximated as:

Ḣab ≈
∫ b

z=a
(ẋap1 e

ap
1 + ẋap2 e

ap
2 ) dz ,

=
∫ b

z=a
ẋab1 wab1 (z)

(
wa1(z)ea1(t) + wb1(z)eb1(t)

)
+ ẋab2 wab2 (z)

(
wa2(z)ea2(t) + wb2(z)eb2(t)

)
dz ,

(8.22)

This motivates the definition of two alternative co-energy variables, which are given by a
projection of the four co-energy variables previously defined:

eab1 (t) :=
∫ b

z=a
wab1 (z)wa1(z) dz︸ ︷︷ ︸

αa1

ea1(t) +
∫ b

z=a
wab1 (z)wb1(z) dz︸ ︷︷ ︸

αb1

eb1(t) ,

eab2 (t) :=
∫ b

z=a
wab2 (z)wa2(z) dz︸ ︷︷ ︸

αa2

ea2(t) +
∫ b

z=a
wab2 (z)wb2(z) dz︸ ︷︷ ︸

αb2

eb2(t) ,
(8.23)

such that the power balance becomes the product of the two energy and two co-energy vari-
ables:

Ḣab ≈ ẋab1 (t)eab1 (t) + ẋab2 (t)eab2 (t) . (8.24)

Thanks to the assumptions of § 8.2.1, it is possible to prove that αa1 + αb1 = 1, αa2 + αb2 = 1
and αa1 + αa2 = 1 (see Proposition 1 of Golo (2002)). Thus, using α := αa1 as free parameter,
Eq. 8.23 rewrites as:

eab1 (t) := αea1(t) + (1− α)eb1(t) ,
eab2 (t) := (1− α)ea2(t) + αeb2(t) .

(8.25)

In addition, from the substitution of Eqs. 8.19 and 8.18 in Eq. 8.22, we get:

ẋab1 (t)eab1 (t) + ẋab2 (t)eab2 (t) = −eb1(t)eb2(t) + ea1(t)ea2(t) = (yyyab∂ )Tuuuab∂ . (8.26)

8.2.4 Finite-dimensional Dirac structure

Let us define the flow variables as: fff :=
[
−ẋab1 −ẋab2 f1∂ f2∂

]T
, the effort variables as:

eee :=
[
eab1 eab2 e1∂ e2∂

]T
, and the following power product:

P := fffTeee . (8.27)

From Eq. 8.26, note that P = 0 for all eee, fff that satisfies Eqs. 8.19, 8.25 and 8.23. Using
the bilinear form defined in Eq. 4.39, we can verify that these three equations define a Dirac
structure.
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Alternatively, the Dirac structure can be easily obtained by rewriting the relationship
between the flow and effort variables (from Eqs. 8.19, 8.25 and 8.23) using the image repre-
sentation (as Eq. 4.46):

−ẋab1
−ẋab2
f1∂
f2∂

 =


0 0 1 −1
1 −1 0 0
0 0 0 1
−1 0 0 0


︸ ︷︷ ︸

F


ea1
eb1
ea2
eb2

 ,


eab1
eab2
e1∂
e2∂

 =


α 1− α 0 0
0 0 1− α α

0 1 0 0
0 0 1 0


︸ ︷︷ ︸

E


ea1
eb1
ea2
eb2

 . (8.28)

Since EF T + FET = 0 and rank[F |E] = 4, Eq. 8.28 defines an image representation of a
Dirac structure.

After manipulations, the equations can also be rewritten using the explicit representation
as: [

ẋab1
ẋab2

]
=
[

0 1
α

− 1
α 0

]
︸ ︷︷ ︸

Jab

[
eab1
eab2

]
+
[

0 − 1
α

1
α 0

]
︸ ︷︷ ︸

Bab

uuuab∂ ,

yyyab∂ =
[

0 1
α

− 1
α 0

]
︸ ︷︷ ︸

BabT

[
eab1
eab2

]
+
[

0 α−1
α

1−α
α 0

]
︸ ︷︷ ︸

Dab
∂

uuuab∂ .

(8.29)

Note that Eq. 8.29 exhibits a direct feedthrough matrix Dab
∂ that is only zero for α = 1.

8.2.5 Discretization of the Hamiltonian

Finally, in order to properly define the finite-dimensional port-Hamiltonian system, constitu-
tive relationships are needed to find the values of the co-energy variables eabi . To do this, a
discretized Hamiltonian that approximates the infinite-dimensional Hamiltonian is defined:

Definition 8.1
The discretized Hamiltonian Hab

d in [a , b] is defined as:

Hab
d (xab1 (t), xab2 (t)) := H

[
x1(z, t) = x1

ab(t)wab1 (z), x2(z, t) = x2
ab(t)wab2 (z)

]
. (8.30)

With this definition, the time-derivative of Hd is given by:

Ḣab
d = ∂Hab

d

∂xab1
ẋab1 (t) + ∂Hab

d

∂xab2
ẋab2 (t) . (8.31)
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Note that using:

eab1 = ∂Hab
d

∂xab1
,

eab2 = ∂Hab
d

∂xab2
,

(8.32)

the original power-balance is exactly preserved, i.e.:

Ḣab
d = eab1 (t)ẋab1 (t) + eab2 (t)ẋab2 (t) = (yyyab∂ )Tuuu∂ = Ḣab . (8.33)

8.2.6 Concatenation of the elements: finding the global equations

Previously, the equations for each element were presented in explicit form in Eq. 8.29. In
order to obtain an approximation in the whole domain z = [0, L], the elements must be
coupled using the following relationships between the boundary values:

e
b(n)
1 = e

a(n+1)
1 , (8.34)

e
b(n)
2 = e

a(n+1)
2 , (8.35)

where the index (n) is used to identify each element (n = 1, 2, . . . , Ne, where Ne is the
number of elements).

e
a(n−1)
1

e
b(n−1)
2e

a(n−1)
2

e
b(n−1)
1

n-1

e
a(n)
1

e
b(n)
2e

a(n)
2

e
b(n)
1

n

e
a(n+1)
1

e
b(n+1)
2e

a(n+1)
2

e
b(n+1)
1

n+1

Figure 8.1: Concatenation of the elements. Inward arrows represent the inputs of the elements.
Outward arrows represent the outputs.

By successive substitutions, the global equations are found:[
ẋ1
ẋ2

]
=
[

0 M

−MT 0

]
︸ ︷︷ ︸

J

[
eee1
eee2

]
+
[

0 b1
b2 0

]
︸ ︷︷ ︸

B

uuu∂ ,

yyy∂ =
[

0 bT2
bT1 0

]
︸ ︷︷ ︸

BT

[
eee1
eee2

]
+

 0
(
α−1
α

)Ne
−
(
α−1
α

)Ne 0


︸ ︷︷ ︸

D∂

uuu∂ ,

(8.36)

where xxxi = [xab(1)
i x

ab(2)
i . . . x

ab(Ne)
i

]T , eeei = [eab(1)
i e

ab(2)
i . . . e

ab(Ne)
i

]T , uuu∂ =
[
e1(L) e2(0)

]T
,
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yyy∂ =
[
e2(L) −e1(0)

]T
and:

M =



1
α 0 0 0 0 0
− 1
α2

1
α 0 0 0 0

− 1
α2

(
α−1
α

)
− 1
α2

1
α 0 0 0

− 1
α2

(
α−1
α

)2
− 1
α3 − (α− 1) − 1

α2
1
α 0 0

...
...

... . . . . . . ...
− 1
α2

(
α−1
α

)Ne−2
− 1
α2

(
α−1
α

)Ne−3
. . . − 1

α2

(
α−1
α

)
− 1
α2

1
α


, (8.37)

b1 =



− 1
α

− 1
α2 (α− 1)

− 1
α3 (α− 1)2

− 1
α4 (α− 1)3

...
− 1
α

(
α−1
α

)Ne−1


, b2 =



1
α

(
α−1
α

)Ne−1

...
1
α4 (α− 1)3

1
α3 (α− 1)2

1
α2 (α− 1)

1
α


. (8.38)

The total Hamiltonian is given by:

Hd(xxx1,xxx2) =
Ne∑
n=1

H
ab(n)
d (xab(n)

1 , x
ab(n)
2 ) , (8.39)

and the co-energy variables are given by:

eee1 :=∇xxx1Hd ,

eee2 :=∇xxx2Hd .
(8.40)

Remark 8.1
A usual basis function for the mixed finite element method is given by the spline interpolation
(used e.g. in (Golo et al., 2004; Hamroun, Lefèvre, and Mendes, 2007; Baaiu et al., 2009),
i.e.:

wab1 (z) = wab2 (z) = 1
b− a

, a ≤ z ≤ b, (8.41)

which obviously satisfies assumption 8.1. Then, from Eq. 8.18 and assumption 8.2:

wa1(z) =wa2(z) = b− z
b− a

, a ≤ z ≤ b , (8.42)

wb1(z) =wb2(z) = z − a
b− a

, a ≤ z ≤ b . (8.43)

The value of α can be easily evaluated and is given by α =
∫ b
z=aw

ab
1 (z)wa1(z) dz = 0.5.
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Remark 8.2
For any value of α, the finite-dimensional approximation of the system is a Dirac structure.
Consequently, together with a choice of constitutive relationship, it leads to the definition of a
pHs. Several references (Le Gorrec et al., 2011; Hamroun, 2009; Hamroun et al., 2010) use
α = 1, even though this value does not come from the choice of a basis function that satisfies
the original assumptions of § 8.2.1. Note that with α = 1, the matrices M , bbb1 and bbb2 become
sparser. Additionally, the direct transmission matrix D∂ becomes equal to zero. As pointed
out by Kotyczka (2016), this choice leads to a numerical scheme that is equivalent to finite
volumes with staggered grids.

8.3 Pseudo-spectral method

Here, we recall the approach detailed by Moulla, Lefèvre, and Maschke (2012). As in the case
of mixed finite elements, the key idea of the method is that different approximation bases
must be used for the energy and co-energy variables. The main difference is that high-order
global1 basis functions are used, instead of subdivising the domain in small elements.

Firstly, the approximation basis for each variable is presented in § 8.3.1. Secondly, a
finite-dimensional version of the equations is shown in § 8.3.2. Thirdly, the time-derivative
of the Hamiltonian in the finite-dimensional space is analyzed in § 8.3.3: this motivates the
definition of boundary port-variables that guarantee the power-conservation of the system.
Then, the finite-dimensional equations, together with the definition of the co-energy and port
variables are combined to define a finite-dimensional Dirac structure in § 8.3.4. Finally, the
discretization of the Hamiltonian gives the constitutive relations that complete the finite-
dimensional pHs in § 8.3.5.

8.3.1 Approximation basis

The energy and co-energy variables are approximated into a finite-dimensional space using
polynomial interpolation. Different degrees for the polynomial basis are used for each of these
variables. For j = 1, 2:

xj(z, t) ≈ xapj (z, t) :=
N∑
i=1

xij(t)φi(z) = xxxj
T (t)φφφ(z) , 0 < z < L , (8.44)

ej(z, t) ≈ eapj (z, t) :=
N+1∑
i=1

eij(t)ψi(z) = eeej
T (t)ψψψ(z) , 0 < z < L . (8.45)

The energy variables are approximated using N basis functions (xxxj , φφφ ∈ RN ) , while the
co-energy variables are approximated with N + 1 (eeej , ψψψ ∈ RN+1). Thanks to this particular
choice, the spatial derivatives can be exactly computed in the finite-dimensional space, using

1valid in all the domain: z = [0, L].
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polynomial interpolation.

In Moulla, Lefèvre, and Maschke (2012), Lagrange polynomials are used as basis functions,
i.e., polynomials such that:

`i(z) =
∏

0≤m≤N
m6=i

z − zm
zi − zm

(8.46)

When using these polynomials (or other cardinal basis function), the coefficients of xjxjxj and
ejejej are the values of xj(z, t) and ej(z, t) evaluated at the collocation points. The collocation
points are denoted by zxi for the energy space and zei for the co-energy space. Note that the
basis for the energy variables has N collocation points, while the basis for co-energy variables
has N + 1 points.

8.3.2 Finite-dimensional equations

From Eq. 8.7 and using approximations from Eqs. 8.44 and 8.45, we get:

φφφT (z)ẋxx1(t) = ψψψz
T (z)eee2(t) ,

φφφT (z)ẋxx2(t) = ψψψz
T (z)eee1(t) ,

(8.47)

where the subscript z in ψψψz(z) denotes the spatial derivative of the vector function ψψψ(z).

The evaluation of Eq. 8.47 at the N collocation points zxi, leads to the finite-dimensional
version of Eq. 8.7:

ẋxx1 = D1eee2 ,

ẋxx2 = D1eee1 ,
(8.48)

where D1 is defined as follows:

Definition 8.2
The differentiation matrix D1, of size N × (N + 1), is defined as:

D1 =



ψψψz
T (zx1)

ψψψz
T (zx2)

ψψψz
T (zx3)
...

ψψψz
T (zx(N))

 (8.49)

where zxi are the collocation points related to the finite-dimensional energy variables.

Note that this matrix exactly computes the spatial derivative of the effort variables at the
flow variables collocation points. This is very similar to classical collocation (pseudo-spectral)
methods (Trefethen, 2000; Boyd, 2001), except that two different bases are being used here.
The matrix D1 is of dimension N × (N + 1).
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Pseudo-spectral method

The boundary ports (uuu∂ , yyy∂ ∈ RN ) defined in Eq. 8.8 can be set as a linear function of
the co-energy variables eee1 and eee2:

yyy∂ =
[
f1∂
f2∂

]
=
[
ψψψT (L)eee2
−ψψψT (0)eee1

]
, uuu∂ =

[
e1∂
e2∂

]
=
[
ψψψT (L)eee1
ψψψT (0)eee2

]
. (8.50)

As it happened in the mixed finite element method, the number of discrete energy and co-
energy variables is not the same (since eee1, eee2 ∈ RN+1 and xxx1, xxx2 ∈ RN ). Thus, a projection of
the co-energy variables is recalled in the following subsection. Together with the result of the
following proposition, it will allow preserving the energy balance after spatial discretization.

Proposition 8.1
Using the polynomial approximation basis defined in § 8.3.1, such that the differential equa-
tions are satisfied at the collocation points (Eq. 8.48), the differential equation is also satisfied
at all other points of the domain, i.e.:

ẋap1 (z, t) = ∂

∂z
eap2 (z, t) ,

ẋap2 (z, t) = ∂

∂z
eap1 (z, t) .

∀ z ∈ [0, L] . (8.51)

Proof. Let f(z) := fffTφφφ(z) be a polynomial of degree N , g(z) := gggTψψψ(z) a polynomial of
degree N + 1. If f(z) = ∂zg(z):

fffTφφφ(z) = gggTψψψz(z) ,

evaluating the previous expression at each collocation point zxi:

fff = D1ggg . (8.52)

Since both fffTφφφ(z) and gggTψψψz(z) are polynomials of degree N , the following equation is valid
for any ggg and z:

gggTD1
Tφφφ(z) = gggTψψψz(z) , (8.53)

which leads to:
φφφT (z)D1 = ψψψTz (z) , ∀z ∈ [0 , L] . (8.54)

Multiplying Eq. 8.48 by φφφT (z), we get:

φφφT (z)ẋxx1 = φφφT (z)D1eee2 ,

φφφT (z)ẋxx2 = φφφT (z)D1eee1 ,
, ∀ z ∈ [0 , L] , (8.55)

and thanks to Eq. 8.54:

φφφT (z)ẋxx1 = ψψψz
T (z)eee2 ,

φφφT (z)ẋxx2 = ψψψz
T (z)eee1 .

(8.56)
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Finally:

ẋap1 (z, t) = ∂

∂z
eap2 (z, t) ,

ẋap2 (z, t) = ∂

∂z
eap1 (z, t) .

∀ z ∈ [0, L] . (8.57)

8.3.3 Preserving the power balance

In this section, the time-derivative of the Hamiltonian in the finite-dimensional space will
be analyzed. This analysis will be essential to guarantee that the energy is preserved after
semi-discretization.

The time-derivative of the Hamiltonian is given by:

Ḣ =
∫ L

z=0
(δx1H ẋ1 + δx2H ẋ2) dz ,

=
∫ L

z=0
(e1ẋ1 + e2ẋ2) dz . (8.58)

After using the finite-dimensional approximations (Eqs. 8.44 and 8.45) this energy flow be-
comes:

Ḣ ≈ eee1
TMψφ ẋxx1 + eee2

TMψφ ẋxx2 , (8.59)

where
Mψφ =

∫ L

z=0
ψψψ(z)φφφT (z) dz . (8.60)

is an (N + 1)×N matrix.

This motivates the definition of new co-energy variables of the same dimension as the
energy variables xxx1 and xxx2, namely:

ẽee1 := Mψφ
Te1e1e1 ,

ẽee2 := Mψφ
Te2e2e2 ,

(8.61)

such that the energy flow is given by the product of these energy and co-energy variables:

Ḣ ≈ ẽee1
T ẋxx1 + ẽee2

T ẋxx2 . (8.62)

After substitution of the finite-dimensional equations (Eq. 8.48) into Eq. 8.62, we get:

Ḣ ≈ eee1
TMψφD1eee2 + eee2

TMψφD1eee1 ,

= eee1
T
(
MψφD1 +D1

TMψφ
T
)
eee2 , (8.63)
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Proposition 8.2
As in the infinite-dimensional case, the energy flow in Eq. 8.63 is related to the boundary
conditions only, so that:

eee1
T
(
MψφD1 +D1

TMψφ
T
)
eee2 = eee1

Tψψψ(z)ψψψ(z)Teee1

∣∣∣∣L
z=0

= yyyT∂uuu∂ . (8.64)

Proof.

eee1
T
(
MψφD1 +D1

TMψφ
T
)
eee2 =eee1

T

(∫ L

z=0
ψψψ(z)φφφT (z)D1 dz

)
eee2

+ eee2
T

(∫ L

z=0
D1

Tφφφ(z)ψψψzT (z) dz
)
eee1 , (8.65)

but from the proof of Proposition 8.1, we have that φφφT (z)D1 = ψψψTz (z) ∀ z ∈ [0, L], so:

eee1
T
(
MψφD1 +D1

TMψφ
T
)
eee2 = eee1

T

(∫ L

z=0
ψψψ(z)ψψψzT (z) dz

)
eee2 + eee2

T

(∫ L

z=0
ψψψzψψψz

T (z) dz
)
eee1 ,

= eee1
T

(∫ L

z=0
∂z
(
ψψψ(z)ψψψT (z)

)
dz
)
eee2 ,

= eee1
T
(
ψψψ(z)ψψψ(z)T

)
eee2

∣∣∣∣L
z=0

= yyyT∂uuu∂ . (8.66)

8.3.4 Finite-dimensional Dirac structure

The flow and effort variables (fff and eee) are defined as:

fff :=
[
−ẋxx1 f1∂ −ẋxx2 f2∂

]T
, eee :=

[
ẽee1 e1∂ ẽee2 e2∂

]T
, (8.67)

where both fff and eee ∈ R2N+2. A power product is also defined: P = fffTeee, that is equal to
zero for all (eee, fff) that satisfy Eqs. 8.48, 8.50 and 8.61.

Using the finite-dimensional Eqs. 8.48, the co-energy variables definition from Eq. 8.61
and the boundary ports from Eq. 8.50, it is possible to write:

−ẋxx1
f1∂
−ẋxx2
f2∂

 =


0 −D1
0 ψψψT (L)
−D1 0
−ψψψT (0) 0


[
eee1
eee2

]
,


ẽee1
e1∂
ẽee2
e2∂

 =


Mψφ

T 0
ψψψT (L) 0

0 Mψφ
T

0 ψψψT (0)


[
eee1
eee2

]
, (8.68)

which is an image representation of a Dirac structure, as defined in Eq. 4.46. This equation
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can be rewritten using an explicit representation as:2


−ẋxx1
f1∂
−ẋxx2
f2∂

 =


0

(
−D1
ψψψT (L)

)(
Mψφ

T

ψψψT (0)

)−1

(
−D1
−ψψψT (0)

)(
Mψφ

T

ψψψT (L)

)−1

0



ẽee1
e1∂
ẽee2
e2∂

 . (8.69)

The skew-symmetry of the matrix in Eq. 8.69 is easily proven by the product of flow and
effort variables (Eqs. 8.68), which is equal to zero, thanks to Proposition 8.2.

Finally, Eq. 8.69 can be rewritten in a more classical way (as Eq. 4.8) by simply rear-
ranging its rows and columns: [

−ẋxx
yyy∂

]
=
[
−J −B
BT D

] [
ẽee

uuu∂

]
, (8.70)

where ẋxx =
[
ẋxx1

T ẋxx2
T
]T

, ẽee =
[
ẽee1 ẽee2

]T
, yyy∂ =

[
e2(L, t) −e1(0, t)

]T
and uuu∂ =

[
e1(L, t) e2(0, t)

]T
.

Finally, J and D are skew-symmetric matrices that can be extracted from Eq. 8.69 by per-
mutations of the appropriate elements.

Remark 8.3
In this thesis, we preferred to use the explicit representation (Eq. 8.69), instead of the im-
age representation (Eq. 8.68). The explicit representation is usually computationally cheaper
to simulate, and also more common for control design. However, for large N , the matri-

ces
(
MT

ψψψT (L)

)
and

(
MT

ψψψT (0)

)
lose conditioning, and the numerical computation of its inverse

might be inaccurate. Thus, the use of the image representation might be preferable in some
cases. The image representation is implicit, and Differential-Algebraic methods are needed
for simulation.

8.3.5 Discretization of the Hamiltonian

Finally, constitutive relations are needed to find the values of the co-energy variables ẽee1 and ẽee2.
To do this, a discretized Hamiltonian that approximates the infinite-dimensional Hamiltonian
is defined:

Definition 8.3
The discretized Hamiltonian Hd is defined as:

Hd(xxx1,xxx2) := H
[
x1(z, t) = xxx1

T (t)φφφ(z), x2(z, t) = xxx2
T (t)φφφ(z)

]
. (8.71)

2The matrices
(

MT

ψψψT (L)

)
and

(
MT

ψψψT (0)

)
are square and supposed invertible.

107



Comparison between the two methods

With this definition, the time-derivative of Hd is given by:

Ḣd(xxx1,xxx2) = (∇xxx1Hd)T ẋxx1 + (∇xxx1Hd)T ẋxx2 . (8.72)

Note that using:

ẽee1 = ∇xxx1Hd(xxx1,xxx2) ,
ẽee2 = ∇xxx2Hd(xxx1,xxx2) ,

(8.73)

the original power-balance is exactly preserved, i.e.:

Ḣd = ẽee1
T (t)ẋxx1(t) + ẽee2(t)ẋxx2(t) = yyyT∂uuu∂ = Ḣ . (8.74)

8.4 Comparison between the two methods

Both the mixed finite element method and pseudo-spectral method follow the general proce-
dure below:

Firstly, different approximation basis are choosen for the energy and co-energy variables:
ẋi(z, t) ∈ Fi is approximated as ẋapi (z, t) ∈ Fapi such that ẋapi (z, t) = ∑Nxi

j=1 ẋ
j
i (t)φ

j
i (z) and

ėi(z, t) ∈ Ei is approximated as ėapi (z, t) ∈ Eapi such that ėapi (z, t) = ∑Nei
j=1 ė

j
i (t)ψ

j
i (z). In

addition, the span of the approximated spaces must satisfy the following assumption:

span{Fap} = span{J e|e ∈ Eap)} (8.75)

In the pseudo-spectral method, this happens by using polynomials of order N + 1 in the co-
energy variables, and N in the energy variables. Thanks to this choice, if the approximated
equations are satisfied at N points, i.e.:

ẋxx1 = D1eee2 ,

ẋxx2 = D1eee1 ,
(8.76)

then they are also satisfied at all other points, i.e.:

ẋap1 (z, t) = ∂

∂z
eap2 (z, t) ,

ẋap2 (z, t) = ∂

∂z
eap1 (z, t) .

∀ z ∈ [0, L] . (8.77)

Secondly, the co-energy variables are redefined in a new space, obtained from a projection
of Eap in Fap. In this newly defined space, thanks to the exact differentiation property (Eq.
8.77) the original power-product is preserved, i.e.:

∫ L
z=0 ẋ

ap
1 e

ap
1 + ẋap2 e

ap
2 dz = yyyT∂ yyy∂ .

While the mixed finite element method uses low-order basis function in each “element”
of the domain, the pseudo-spectral method uses high-order global functions. The main ad-
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vantage of the second method is that it presents much better convergence properties. Con-
sequently, a reduced number of states is needed to obtain accurate models of the system.
This advantage is illustrated by Fig. 8.2, which compares the error in the computation of
the first natural frequency using both methods for the linear wave equation. The error of the
pseudo-spectral method goes quickly to zero and, using 8 basis functions or more, it is limited
by the machine precision.
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Figure 8.2: Error in the computation of the first natural frequency of the linear wave equation.
The pseudo-spectral method converges much faster than the mixed finite element method.

On the other hand, one disadvantage of the pseudo-spectral method is that, for larger N ,
the “differentiation matrices” have elements with larger values. This causes high-frequency
oscillations known as Runge’s phenomenon. In this thesis, we used Gauss-Legendre collocation
points, which reduces these oscillations.

Remark 8.4
Note that the procedure recalled in Section 8.3 can also be readily used for discretization of
only a part the domain (as in Section 8.2). Thus, the pseudo-spectral method can also be
written using an “element”-like form. Indeed, if we use spline basis function for the mixed
finite elements and N = 1 for the pseudo-spectral method with Lagrange polynomials, both
methods would give exactly the same finite-dimensional equations.

8.5 Conclusions

The main goal of this chapter was to recall the most used power-preserving methods, namely
the mixed finite element, originally proposed by Golo et al. (2004) and the geometrical pseudo-
spectral method, originally proposed by Moulla, Lefèvre, and Maschke (2012). We tried to
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emphasize the similarities of both methods, and presented the derivation of equations using
a similar procedure. In this thesis, the second method will be used for both simulation and
control. The main reason for this choice is that the use of pseudo-spectral methods leads to
small order state-space models, which is a desirable feature for simulation and control design.

Another approach for the power-preserving spatial discretization of pHs using simplicial
complexes was recently proposed by Seslija, Scherpen, and van der Schaft (2014). This method
will not be treated in this thesis.

In the next chapter, extensions of the power-preserving pseudo-spectral method are pro-
posed, in order to tackle the particularities of the pHs models presented in Part II of this
thesis.
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Chapter 9

Extensions of the power-preserving
pseudo-spectral method

In the previous chapter, we recalled the power-preserving pseudo-spectral method proposed
by Moulla, Lefèvre, and Maschke (2012). In this chapter, we propose several extensions, in
order to take into account distributed ports and higher-order derivative operators in J , which
are specificities of the pHs models developed in this thesis.

The contributions of the work presented here are the following. Firstly, we extended the
discretization method for a modified version of the wave equation presented in the previous
chapter. Here, in addition to the boundary ports, the wave equation also have distributed
ports. Secondly, we extended it to cases where the differential operator J has second order
spatial derivatives (differently from the wave equation, which has first-order derivatives),
which is the case of the beam equation in bending. Thirdly, we proposed a modification of
the pseudo-spectral method, by using a weak form of the equations, to deal with an unbounded
input operator (presented in Cardoso-Ribeiro, Matignon, and Pommier-Budinger (2016b)).

This chapter is organized as follows. Firstly, the semi-discretization of distributed ports is
proposed in Section 9.1. Secondly, the extension for second-order operators and unbounded
input ports is proposed in Section 9.2. Conclusions are presented in Section 9.3.
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First-order pHs with distributed input

9.1 First-order pHs with distributed input

Let us consider the equations used to model the beam in torsion and the sloshing in Part II.
These equations can be written under the form of an infinite-dimensional pHs:[

ẋ1(z, t)
ẋ2(z, t)

]
=
[

0 ∂z
∂z 0

] [
e1(z, t)
e2(z, t)

]
+
[
1
0

]
q(z, t) , (9.1)

with distributed ports:

yq(z, t) =
[
1 0

] [e1(z, t)
e2(z, t)

]
, (9.2)

boundary ports:

yyy∂(t) := Beee :=
[
f1∂
f2∂

]
:=
[
e2(L, t)
−e1(0, t)

]
, uuu∂(t) = Ceee =

[
e1∂
e2∂

]
=
[
e1(L, t)
e2(0, t)

]
, (9.3)

and power balance given by:

Ḣ = yyyT∂uuu∂ +
∫ L

z=0
(q(z, t)yq(z, t)) dz . (9.4)

The distributed ports q(z, t) and yq(z, t) can be used for coupling the pHs with other systems,
introducing external forces, or introducing damping (as explained in § 5.4). In this thesis,
these ports will be used to include damping in the model.

In the next subsections, a power-preserving semi-discretization method for the Eq. 9.1 is
proposed.

Firstly, the approximation basis for each variable is presented in § 9.1.1. Secondly, the
equations of motion presented in Eq. 9.1 are presented in a finite-dimensional form with
the boundary ports in § 9.1.2. Thirdly, the time-derivative of the Hamiltonian in the finite-
dimension space is analyzed: this motivates the definition of new finite-dimensional co-energy
variables that guarantee the power-conservation of the system in § 9.1.3. Then, the finite-
dimensional equations together with the definition of the co-energy and port variables are
combined in § 9.1.4 to define a finite-dimensional Dirac structure of the system. Finally,
the discretization of the Hamiltonian gives the constitutive relations needed to define the
finite-dimensional port-Hamiltonian system in § 9.1.5.

9.1.1 Approximation bases

The energy and co-energy variables are approximated into a finite-dimensional space using
polynomial interpolation, exactly as in the previous chapter (§ 8.3.1, Eqs. 8.44 and 8.45). An
alternative approximation for the co-energy variables (êapj (z, t)) using the same approximation
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basis as the energy variables is also defined:

ej(z, t) ≈ êapj (z, t) :=
N∑
i=1

êij(t)φi(z) = eeej
T (t)φφφ(z) , 0 < z < L . (9.5)

In addition, the distributed ports also need to be approximated. The same approximation
basis used for the energy variables are used for the distributed ports, i.e.:

q(z, t) ≈ qap(z, t) :=
N∑
i=1

qi(t)φi(z) = qqqT (t)φφφ(z) , 0 < z < L , (9.6)

yq(z, t) ≈ yapq (z, t) :=
N∑
i=1

yi(t)φi(z) = yyyq
T (t)φφφ(z) , 0 < z < L , (9.7)

where yyyq and qqq are vectors of size N .

9.1.2 Finite-dimensional equations

From Eq. 9.1 and using approximations from Eqs. 8.44, 8.45 and 9.6, we get:

φφφT (z)ẋxx1(t) = ψψψz
T (z)eee2(t) +φφφT (z)qqq(t) ,

φφφT (z)ẋxx2(t) = ψψψz
T (z)eee1(t) .

(9.8)

The evaluation of Eq. 9.8 at the N collocation points zxi, leads to the finite-dimensional
version of Eq. 9.1: {

ẋxx1 = D1eee2 + qqq ,

ẋxx2 = D1eee1 ,
(9.9)

where D1 is the same N × (N + 1) matrix as the one defined in Definition 8.2.

The boundary ports (as defined in Eq. 9.3) can be set as a function of the co-energy
variables eee1 and eee2 as Eq. 8.50.

9.1.3 Preserving the power balance

Using the same procedure of § 8.3.3, but using the finite-dimensional equations with dis-
tributed ports (Eq. 9.9), we get:

Ḣ ≈ eee1
TMψφ(D1eee2 + qqq) + eee2

TMψφD1eee1 ,

= eee1
T
(
MψφD1 +D1

TMψφ
T
)
eee2 + eee1

TMψφqqq . (9.10)
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Note that Proposition 8.2 (from Chapter 8) is still valid, thus the power balance becomes:

Ḣ ≈ ẽee1
T ẋxx1 + ẽee2

T ẋxx2 , (9.11)
= yyy∂

Tuuu∂ + eee1
TMψφqqq . (9.12)

The last term of the power balance (eee1
TMψφqqq) is related to the distributed ports. It

readily motivates the definition of the output conjugated to qqq:

yyyq := Mψφ
Teee1 = ẽee . (9.13)

And the power balance becomes:

Ḣ ≈ ẽee1
T ẋxx1 + ẽee2

T ẋxx2 = yyy∂
Tuuu∂ + yyyq

Tqqq . (9.14)

Remark 9.1
Note that eee1 , eee2 ∈ RN+1 have a clear physical meaning: each element of these vectors rep-
resents the value of the co-energy variable at a collocation point. The physical meaning of
ẽee1 , ẽee2 ∈ RN is unclear until this point. Indeed, by approximating the continuous power bal-
ance with ej(z, t) ≈ êeeTj φφφ, it becomes:

Ḣ =
∫ L

z=0
(e1ẋ1 + e2ẋ2) dz ,

≈ êee1
T

(∫ L

z=0
φφφφφφT dz

)
ẋxx1 + êee2

T

(∫ L

z=0
φφφφφφT dz

)
ẋxx2 ,

= êee1
TMφẋxx1 + êee2

TMφẋxx2 . (9.15)

In order to satisfy both Eq. 9.15 and Eq. 9.11, the following equality must hold:

êeej = M−1
φ ẽeej for j = 1,2. (9.16)

Thus, Eq. 9.16 provides a relationship between the point-wise value of the co-energy variables
êeej(t) ∈ RN and ẽeej(t) ∈ RN . Moreover, note that the discretization of the output: yq(z, t) =
e1(z, t) leads to:

yapq (z, t) = êap1 (z, t) , (9.17)

which is equivalent to:
ŷyyq(t) = êee1(t) . (9.18)

Thus, thanks to 9.13 and 9.16, the term (yyyq)Tqqq of Eq. 9.14 can be rewritten as:

yyyq
Tqqq = ŷyyq

TMφqqq =
∫ L

z=0
yapq (z, t) qap(z, t) dz . (9.19)
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9.1.4 Finite-dimensional Dirac structure

The flow and effort variables (fff and eee) are defined as:

fffT :=
[
−ẋxx1 f1∂ −ẋxx2 f2∂ qqq

]
, eeeT :=

[
ẽee1 e1∂ ẽee2 e2∂ yyyq

]
, (9.20)

where both fff and eee ∈ R3N+2. A power product is also defined: P := fffTeee, that is equal to
zero thanks to Eq. 9.14 for all (eee, fff) satisfying Eqs. 9.9, 8.50, 8.61 and 9.13.

Using the finite-dimensional Eqs. 9.9, the boundary ports from Eq. 8.50, the co-energy
variables definition from Eq. 8.61 and the output definition from Eq. 9.13, it is possible to
write:

−ẋxx1
f1∂
−ẋxx2
f2∂
yyyq

 =


0 −D1 −I
0 ψψψT (L) 0
−D1 0 0
−ψψψT (0) 0 0
Mψφ 0 0


eee1
eee2
qqq

 ,

ẽee1
e1∂
ẽee2
e2∂
qqq

 =


Mψφ

T 0 0
ψψψT (L) 0 0

0 Mψφ
T 0

0 ψψψT (0) 0
0 0 I


eee1
eee2
qqq

 , (9.21)

which is an image representation of a Dirac structure, as defined in Eq. 4.46. This equation
can be rewritten using an explicit representation as:1

−ẋxx1
f1∂
−ẋxx2
f2∂
yyyq

 =


0

(
−D1
ψψψT (L)

)(
Mψφ

T

ψψψT (0)

)−1
−I
0(

−D1
−ψψψT (0)

)(
Mψφ

T

ψψψT (L)

)−1

0 0

I 0 0 0




ẽee1
e1∂
ẽee2
e2∂
qqq

 . (9.22)

The skew-symmetry of the matrix in Eq. 9.22 is easily proven by the product of flow and
effort variables, which is equal to zero, since P = 0.

Finally, Eq. 9.22 can be rewritten in a more classical way (as Eq. 4.6) by simply rear-
ranging its rows and columns:−ẋxxyyy∂

yyyq

 =

−J −B∂ −I
BT
∂ D∂ 0
I 0 0


 ẽeeuuu∂
qqq

 , (9.23)

where ẋxx =
[
ẋxx1

T ẋxx2
T
]T

, ẽee =
[
ẽee1 ẽee2

]T
, yyy∂ =

[
e2(L, t) −e1(0, t)

]T
and uuu∂ =

[
e1(L, t) e2(0, t)

]T
.

The matrices J and D∂ are skew-symmetric and they can be extracted from Eq. 9.22 by per-
mutation of rows and columns.

1The matrices
(

MT

ψψψT (L)

)
and

(
MT

ψψψT (0)

)
are square and supposed to be invertible.
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Remark 9.2
We used yyyq as output of the system. Alternatively, it is possible to use ŷyyq as output (the vector
of point-wise values y(z, t)). In this case, the flow and effort variables are defined as:

fffT :=
[
−ẋxx1 f1∂ −ẋxx2 f2∂ qqq

]
, ěeeT :=

[
ẽee1 e1∂ ẽee2 e2∂ ŷyyq

]
. (9.24)

The power product, however, must be redefined as:

P := fffT


I 0 0 0 0
0 1 0 0 0
0 0 I 0 0
0 0 0 1 0
0 0 0 0 Mφ

 ěee , (9.25)

thus, the matrix Mφ appears in the definition of power product.

9.1.5 Discretization of the Hamiltonian

Finally, constitutive relations are needed to find the values of the co-energy variables ẽee1 and
ẽee2. The same procedure of § 8.3.5 is used. In the case of the system with distributed port,
the power balance of the semi-discretized system becomes:

Ḣd = ẽee1
T (t) ẋxx1(t) + ẽee2

T (t) ẋxx2(t) = yyy∂
T uuu∂ + yyyq

T qqq . (9.26)

9.2 Second-order pHs with unbounded distributed input op-
erator

Recall from § 5.1.2 that the piezoelectric beam equations are given by:[
ẋ1(z, t)
ẋ2(z, t)

]
=
[

0 −∂2
z2

∂2
z2 0

] [
e1(z, t)
e2(z, t)

]
+
[
∂2
z2

0

]
Πab(z)kpv(z, t) , 0 < z < L , (9.27)

with distributed output:
yv(z, t) = kp ∂

2
z2e1 , a < z < b , (9.28)

boundary ports:

yyyB∂ :=


fB1∂
fB2∂
fB3∂
fB4∂

 :=


∂ze

B
2 (0)

−eB2 (0)
−eB1 (L)
∂ze

B
1 (L)

 , uuuB∂ =


eB1∂
eB2∂
eB3∂
eB4∂

 =


eB1 (0)
∂ze

B
1 (0)

∂ze
B
2 (L)

eB2 (L)

 , (9.29)
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and energy flow given by:

Ḣ = yyy∂
Tuuu∂ +

∫ b

z=a
v(z, t)yv(z, t) dz . (9.30)

The previous equation has two major differences with respect to the system semi-discretized
by Moulla, Lefèvre, and Maschke (2012). Firstly, the differential operator has a second-order
spatial derivative (instead of a first-order). Secondly, the term ∂2

z2(Πab(z)kpv(z, t)) is un-
bounded and the direct use of collocation methods is not possible. To deal with the second
difficulty, a weak formulation is needed, as already pointed out in Remark 5.8.

In the next subsections, a power-preserving semi-discretization method for the piezoelec-
tric beam equation (Eq. 9.27) is presented.

Firstly, the approximation basis for each variable is presented in § 9.2.1. Secondly, the
equations of motion presented in Eq. 9.27 are rewritten in a weak form and then spatially
discretized in § 9.2.2. Thirdly, the time-derivative of the Hamiltonian in the finite-dimension
space is analyzed: this motivates the definition of new finite-dimensional co-energy variables
that guarantee the power-conservation of the system in § 9.2.3. Then, the finite-dimensional
equations together with the definition of the co-energy and port variables are combined in
§ 9.2.4 to define a finite-dimensional Dirac structure of the system. Finally, the discretiza-
tion of the Hamiltonian gives the closure equations to define the finite-dimensional port-
Hamiltonian system in § 9.2.5.

9.2.1 Approximation bases

The energy variables are approximated using N polynomial basis functions as (for j = 1, 2):

xj(z, t) ≈ xapj (z, t) :=
N∑
i=1

xij(t)φi(z) = xxxj
T (t)φφφ(z) , 0 < z < L , (9.31)

where xxxj(t), φφφ(z) ∈ RN .

Two different approximation bases are proposed for the co-energy variables. For j = 1, 2:

ej(z, t) ≈ eapj (z, t) :=
N+2∑
i=1

eij(t)ψi(z) = eeej
T (t)ψψψ(z) , 0 < z < L , (9.32)

ej(z, t) ≈ êapj (z, t) :=
N∑
i=1

êij(t)φi(z) = êeej
T (t)φφφ(z) , 0 < z < L , (9.33)

where eeej(t), ψψψ(z) ∈ RN+2 and êeej(t) ∈ RN .

In Eq. 9.32, a basis with N+2 elements is used. This choice allows the original differential
equation to be exactly fulfilled in the finite-dimensional space, since Eq. 9.27 has a second-
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order derivative. In addition, Eq. 9.33 uses a basis of order N , that is chosen to deal with
the distributed ports (as it happened in Section 9.1).

Secondly, the distributed external input v(z, t) is approximated using a polynomial basis
with K functions:

v(z, t) ≈ vap(z, t) :=
K∑
i=1

vi(t)θi(z) = vvvT (t)θθθ(z) , a < z < b , (9.34)

where vvv(t), θθθ(z) ∈ RK . The same basis will be used to approximate the distributed output
yv(z, t).

Lagrange polynomials are used as approximation basis. Thus, the values of the coefficients
xjxjxj(t), ejejej(t) and vvv(t) are the values of xj(z, t), ej(z, t) and v(z, t) evaluated at the collocation
points. The collocation points are denoted as zxi for the energy space, zei for the co-energy
space and zvi for the distributed input. Note that the energy variables are approximated
using N points, the co-energy variables using N+2 points, and the distributed external input
using K collocation points.

9.2.2 Finite-dimensional equations

The pseudo-spectral method used by Moulla, Lefèvre, and Maschke (2012) cannot be applied
here because of the unbounded term ∂2

z2 (Πab(z)kpv(z, t)) in Eq. 9.27. For this reason, we
propose to use an integral formulation, with an arbitrary smooth test function c(z) of class
C2, such that Eq. 9.27 is rewritten as:∫ L

z=0
c(z)

[
ẋ1
ẋ2

]
dz =

∫ L

z=0
c(z)

[
0 −∂2

z2

∂2
z2 0

] [
e1
e2

]
dz+

∫ L

z=0
c(z)

[
∂2
z2

0

]
Πab(z)kpv(z, t) dz .

After integrating the last term by parts twice, the weak formulation of the original problem
is found to be:∫ L

z=0
c(z)

[
ẋ1
ẋ2

]
dz =

∫ L

z=0
c(z)

[
0 −∂2

z2

∂2
z2 0

] [
e1
e2

]
dz+

∫ b

z=a
∂2
z2 (c(z))

[
1
0

]
kpv(z, t) dz . (9.35)

Now, the second order derivative is applied to the smooth function c(z). We use the particular
choice of c(z) = cccTφφφ(z), for an arbitrary vector ccc.

From the weak form Eq. 9.35, using the approximations from Eqs. 9.31, 9.32, 9.34, we
get: (∫ L

z=0
φφφφφφT dz

)
ẋxx1 = −

(∫ L

z=0
φφφψψψzz

T dz
)
eee2 +

(∫ b

z=a
φφφzzθθθ

T dz
)
kpvvv ,(∫ L

z=0
φφφφφφT dz

)
ẋxx2 =

(∫ L

z=0
φφφψψψzz

T dz
)
eee1 ,

(9.36)
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where ψψψzz(z) and φφφzz(z) are the second-order spatial derivatives ψψψ(z) and φφφ(z), respectively.

In order to simplify the presentation, the following notations are introduced:

Mφ :=
∫ L

z=0
φφφφφφT dz , D̄2 :=

∫ L

z=0
φφφψψψzz

T dz , B̄ := kp

∫ b

z=a
φφφzzθθθ

T dz , (9.37)

Mφ is a symmetric positive-definite N ×N matrix, D̄2 is an N × (N + 2) matrix and B̄ is an
N ×K matrix.

The finite-dimensional equations (Eqs. 9.36) thus become:

Mφẋxx1 = −D̄2eee2 + B̄vvv

Mφẋxx2 = D̄2eee1
(9.38)

Definition 9.1
The differentiation matrix D2 is defined as:

D2 :=



ψψψzz
T (zx1)

ψψψzz
T (zx2)

ψψψzz
T (zx3)
...

ψψψzz
T (zxN )

 , (9.39)

where zxi are the collocation points related to the energy variables approximation basis. D2 is
an N × (N + 2) matrix.

Proposition 9.1
The differentiation matrix D2 is related to the matrix obtained from the weak formulation
method D̄2, by the following expression:

D2 = M−1
φ D̄2 . (9.40)

Proof. Let f(z) := fffTφφφ(z) be a polynomial of degree N , g(z) := gggTψψψ(z) a polynomial of
degree N + 2. If f(z) = ∂2

z2g(z):

fffTφφφ(z) = gggTψψψzz(z) ,

evaluating the previous expression at each collocation point zxi:

fff = D2ggg ,

gggTD2
Tφφφ(z) = gggTψψψzz(z) . (9.41)

Since both fffTφφφ(z) and gggTψψψzz(z) are polynomials of degree N , the previous equation is exact
for any ggg and:

φφφTD2 = ψψψzz
T . (9.42)
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Eq. 9.42 is multiplied by φφφ and integrated over (0, L):∫ L

z=0
φφφφφφT dz D2 =

∫ L

z=0
φφφψψψzz

T dz . (9.43)

MφD2 = D̄2 . (9.44)

Finally:
D2 = M−1

φ D̄2 . (9.45)

Proposition 9.1 means that the finite-dimensional weak-form and collocation methods are
equivalent, when discretizing the J2 operator. This occurs thanks to the choice of different
basis functions for the energy and co-energy variables.

Multiplying Eq. 9.38 by M−1
φ and using Proposition 9.1, the following finite-dimensional

equations are obtained:

ẋxx1 = −D2eee2 +Bvvv ,

ẋxx2 = D2eee1 ,
(9.46)

where:
B := M−1

φ B̄ . (9.47)

The boundary ports (as defined in Eq. 9.29) can be set as a linear function of the co-energy
variables eee1 and eee2:

yyy∂ =


f1∂
f2∂
f3∂
f4∂

 =


ψψψz

T (0)eee2
−ψψψT (0)eee2
−ψψψT (L)eee1
ψψψz

T (L)eee1

 , uuu∂ =


e1∂
e2∂
e3∂
e4∂

 =


ψψψT (0)eee1
ψψψz

T (0)eee1
ψψψz

T (L)eee2
ψψψT (L)eee2

 . (9.48)

9.2.3 Preserving the power balance

The energy flow of the Hamiltonian can be obtained from the definition of the variational
derivative as:

Ḣ =
∫ L

z=0
(δx1H ẋ1 + δx2H ẋ2) dz ,

=
∫ L

z=0
(e1ẋ1 + e2ẋ2) dz . (9.49)

After substitution of the finite-dimensional versions of xj(z, t) (Eq. 9.31) and ej(z, t) (Eq.
9.32), it is found:

Ḣ ≈ eee1
TMψφẋxx1 + eee2

TMψφẋxx2 , (9.50)
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where:
Mψφ :=

∫ L

z=0
ψψψ(z)φφφT (z) dz (9.51)

is an (N + 2)×N matrix.

This motivates the definition of new co-energy variables of same dimension as the energy
variables, namely:

ẽee1 := MT
ψφeee1 ,

ẽee2 := MT
ψφeee2 ,

(9.52)

such that the energy flow is given by the product of these energy and co-energy variables:
Ḣ ≈ ẽee1

T ẋxx1 + ẽee2
T ẋxx2 . (9.53)

After substitution of the finite-dimensional equations (Eqs. 9.46) in Eq. 9.53:

ẽee1
T ẋxx1 + ẽee2

T ẋxx2 = −ẽee1
T
(
D2eee2 +M−1

φ B̄vvv
)

+ ẽee2
TD2eee1 ,

= −eee1
T
(
MψφD2eee2 +MψφM

−1
φ B̄vvv

)
+ eee2

TMψφD2eee1 ,

= eee1
T
(
−MψφD2 +D2

TMT
ψφ

)
eee2 + eee1

TMψφBvvv . (9.54)

Proposition 9.2
As for the infinite-dimensional case (Eq. 5.16), the first part of the energy flow in Eq. 9.54
is related to the boundary conditions only, i.e.:

eee1
T
(
−MψφD2 +D2

TMT
ψφ

)
eee2 = yyyT∂uuu∂ .

Proof.

eee1
T
(
−MψφD2 +D2

TMT
ψφ

)
eee2

= eee1
T

(
−
∫ L

z=0
ψψψ(z)φφφT (z) dzD2 +D2

T

∫ L

z=0
φφφ(z)ψψψT (z) dz

)
eee2 ,

= eee1
T

(
−
∫ L

z=0
ψψψ(z)φφφT (z)D2 dz +

∫ L

z=0
D2

Tφφφ(z)ψψψT (z) dz
)
eee2 . (9.55)

Since φφφTD2 = ψψψzz
T (Eq. 9.42):

eee1
T
(
−MψφD2 +D2

TMT
ψφ

)
eee2

= eee1
T

(
−
∫ L

z=0
ψψψ(z)ψψψzz dz +

∫ L

z=0
ψψψzzψψψ

T (z) dz
)
eee2 ,

= eee1
T

(∫ L

z=0
∂z
(
−ψψψ(z)ψψψTz (z) +ψψψz(z)ψψψT (z)

)
dz
)
eee2 ,

= eee1
T
(
−ψψψ(z)ψψψTz (z) +ψψψz(z)ψψψT (z)

)
eee2

∣∣∣∣L
z=0

= yyyT∂uuu∂ .
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The approximated Hamiltonian time derivative is thus written as:

Ḣ ≈ ẽee1
T ẋxx1 + ẽee2

T ẋxx2 = yyy∂
T uuu∂ + ẽee1

T Bvvv . (9.56)

The second part of the power balance (ẽee1
T Bvvv) is related to the distributed ports. The

previous expression readily motivates the definition of the output conjugated to vvv:

yyyv := BT ẽee1 , (9.57)

leading to the following power balance:

Ḣ ≈ ẽee1
T ẋxx1 + ẽee2

T ẋxx2 = yyy∂
Tuuu∂ + yyyv

Tvvv . (9.58)

Remark 9.3
As presented in Remark 9.1, using the approximation ej(z, t) ≈ êj(z, t) := êeeTj φφφ, we can also
find a relationship between ẽeei and the vector of point-wise values of the co-energy variables êeei:

êeej = M−1
φ ẽeej for j = 1,2. (9.59)

These variables will prove useful in the sequel.

Remark 9.4
Similarly, using the approximation yv(z, t) ≈ yapv (z, t) := ŷyyv

Tθθθ, we can define a relationship
between yyyv and the vector of point-wise values of the output ŷyyv:

ŷyyv := M−1
θ yyyv , (9.60)

where Mθ :=
∫ b
z=a θθθθθθ

T dz is a symmetric positive-definite K ×K matrix.

This choice preserves the continuous power balance related to the distributed ports in the
finite-dimensional space, i.e.:∫ b

z=a
yapv (z, t)vap(z, t) dz =

∫ b

z=a
ŷyyv

TθθθθθθTvvv dz ,

= ŷyyv
TMθ vvv ,

= yyyv
Tvvv .

Remark 9.5
The previous conjugated output yyyv (Eq. 9.57) can also be obtained from the spatial dis-
cretization of the integral form of the continuous output: yv(z, t) = kp∂

2
z2e1(z, t). Indeed, the

approximation of: ∫ b

z=a
c(z)yv(z, t) dz =

∫ b

z=a
c(z)kp∂2

z2e1(z, t) dz ∀c(z) (9.61)

implies:
yyyv = BT ẽee1 , (9.62)
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with the particular choice c(z) = cccTθθθ(z).

Proof. Let us approximate e1(z, t) using the N−dimensional basis φφφ(z):

e1(z, t) ≈ êeeap1 (z, t) = êee1
T (t)φφφ(z) ,

y(z, t) using the K−dimensional basis θθθ(z):

yv(z, t) ≈ yapv (z, t) = ŷyyv
T (t)θθθ(z) ,

and choosing c(z) = cccT θθθ(z). Thus, the approximated version of Eq. 9.61 is given by:(∫ b

z=a
θθθθθθT dz

)
︸ ︷︷ ︸

Mθ

ŷyyv = kp

(∫ b

z=a
θθθφφφzz

T dz
)

︸ ︷︷ ︸
B̄

êee1 ,

Mθ ŷyyv = B̄T êee1 ,

Since êee1 = M−1
φ ẽee1 and ŷyyv = M−1

θ ỹyyv, we find:

yyyv = Mθ ŷyyv = B̄TM−1
φ ẽee1 ,

= BT ẽee1 .

9.2.4 Finite-dimensional Dirac structure

Let us define the flow variables as

fffT :=
[
−ẋxx1 , f1∂ , f2∂ , −ẋxx2 , f3∂ , f4∂ , yyyv

]T
, (9.63)

and the effort variables as

eeeT :=
[
ẽee1 , e1∂ , e2∂ , ẽee2 , e3∂ , e4∂ , vvv

]T
, (9.64)

where both fff and eee ∈ R2N+4+K . Defing the following power product:

P := fffTeee , (9.65)

thanks to Eq. 9.58, P = 0 for all (fff, eee) satisfying Eqs. 9.46, 9.52 and 9.48.

Using the finite-dimensional Eqs. 9.46, the co-energy variables definition from Eq. 9.52,
the boundary-ports definition from Eq. 9.48 and the distributed ports definition from Eq.

123



Second-order pHs with unbounded distributed input operator

9.57, it is possible to write:

−ẋxx1
f1∂
f2∂
−ẋxx2
f3∂
f4∂
yyyv


=



0 D2 −M−1
φ B̄

0 ψψψz
T (0) 0

0 −ψψψT (0) 0
−D2 0 0
−ψψψT (L) 0 0
ψψψz

T (L) 0 0
B̄TM−1

φ MT
ψφ 0 0


︸ ︷︷ ︸

F

eee1
eee2
vvv

 ,



ẽee1
e1∂
e2∂
ẽee2
e3∂
e4∂
vvv


=



MT
ψφ 0 0

ψψψT (0) 0 0
ψψψz

T (0) 0 0
0 MT

ψφ 0
0 ψψψz

T (L) 0
0 ψψψT (L) 0
0 0 I


︸ ︷︷ ︸

E

eee1
eee2
vvv

 ,

(9.66)

which provides an image representation of a Dirac structure as presented in Eq. 4.46. Note
that the matrices  MT

ψψψz
T (0)

ψψψT (0)

 and

 MT
ψφ

ψψψT (L)
ψψψz

T (L)


are square and supposed to be invertible. Thus by inverting the block-diagonal matrix E,2
Eq. 9.66 can be rewritten in explicit form as:

fff = J̃eee , (9.67)

where:

J̃ =



0

 D2
ψψψz

T (0)
−ψψψT (0)


 MT

ψφ

ψψψz
T (L)

ψψψT (L)


−1 −M−1

φ B̄

0
0 −D2

−ψψψT (L)
ψψψz

T (L)


 MT

ψφ

ψψψT (0)
ψψψz

T (0)


−1

0 0

B̄TM−1
φ 0 0 0 0


. (9.68)

The skew-symmetry of J̃ is easily verified, since P = fffTeee = 0.

Finally, it is possible to rewrite Eq. 9.67 in a more classical way, by simply rearranging

2The elements of the block-diagonal matrix E are: the (N + 2) × (N + 2) matrices

 MT

ψψψz
T (0)

ψψψT (0)

 and MT
ψφ

ψψψT (L)
ψψψz

T (L)

, and the K ×K identity I.
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its rows and columns: −ẋxxyyy∂
yyyv

 =

−J −B∂ −Bd
BT
∂ D∂ 0

BT
d 0 0


 ẽeeuuu∂
vvv

 , (9.69)

where ẋxx =
[
ẋxx1

T ẋxx2
T
]T

, ẽee =
[
ẽee1 ẽee2

]T
, uuu∂ and yyy∂ are the boundary inputs and outputs, vvv and

yyyv are the discretized distributed input/outputs. The matrices J and D∂ are skew-symmetric.

9.2.5 Hamiltonian discretization

As in the previous cases, the Hamiltonian is approximated as follows:

Definition 9.2
The discretized Hamiltonian Hd is defined as:

Hd(xxx1,xxx2) := H[x1(x, t) = xxx1
Tφφφ(z), x2(x, t) = xxx2

Tφφφ(z)] .

The time-derivative of Hd is given by:

Ḣd(xxx1,xxx1) = (∇xxx1H)T ẋxx1 + (∇xxx2H)T ẋxx2 . (9.70)

By choosing the following constitutive relationships:

ẽee1 = ∇xxx1Hd(xxx1,xxx2) ,
ẽee2 = ∇xxx2Hd(xxx1,xxx2) ,

(9.71)

the finite-dimensional power-balance is given by:

Ḣd = ẽee1
T (t)ẋxx1(t) + ẽee2

T (t)ẋxx2(t) = yyy∂
Tuuu∂ + yyyv

Tvvv . (9.72)

Recall that from Remark 9.4 (page 122) that the term (yyyv)Tvvv =
∫ b
z=a y

ap
v (z, t)uap(z, t) dz:

Ḣd = yyyT∂uuu∂ +
∫ b

z=a
yapv (z, t)uap(z, t) dz . (9.73)

9.3 Conclusions

This chapter provides some extensions for the power-preserving pseudo-spectral method, origi-
nally proposed by Moulla, Lefèvre, and Maschke (2011). Firstly, we included distributed input
ports for first-order pHs in Section 9.1. These ports will be used in subsequent chapters to
introduce damping on the fluid and torsion equations. Although not presented in this chapter
for simplicity, the same approach is also used to include this type of distributed ports in the
bending equations.
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The second proposed extension is the discretization of the second-order differential opera-
tor, that appears in the bending equations. In this case, the system has four pairs of boundary
ports.

Finally, the most tricky extension is related to the fact that the bending equations with
piezoelectric actuators exhibit an unbounded input operator ∂2

z2(Πab(z)kpv(z, t)) (which in-
cludes a second-order derivative of the discontinuous function Πab(z)). Thus, the use of
pseudo-spectral methods is not straightforward. We used a weak form of the partial differen-
tial equations to overcome this issue.
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Chapter 10

Numerical and experimental results

In the previous chapters, structure-preserving semi-discretization methods for port-Hamiltonian
systems were presented. In Chapter 9, the pseudo-spectral methods were extended to take
into account the specifities of the models presented in Part II: fluid and torsion beam with
dissipative ports; piezoelectric beam with distributed ports.

In this chapter, these models are now discretized with the schemes of Chapter 9. Firstly,
some practical aspects about the implementation of the numerical schemes are presented in
Section 10.1. Secondly, in order to validate the numerical approach and verify the convergence
of the method, each of the subsystems (beam in bending, torsion and fluid) is first analyzed
separately in Section 10.2. Once the individual models are validated, they are coupled to ob-
tain the fluid-structure interactions model. The procedure for coupling the numerical models
is recalled in 10.3. Section 10.4 shows numerical and experimental results in the frequency
domain. Section 10.5 presents the time-domain simulation results for the nonlinear coupled
fluid-structure system. Finally, conclusions are presented in Section 10.6.

Contents
10.1 Implementation of the pseudo-spectral numerical scheme: difficul-

ties and tricks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

10.1.1 Computation of the “differentiation” and “mass” matrices . . . . . . . . . 128

10.1.2 Computation of the discretized Hamiltonian . . . . . . . . . . . . . . . . . 128

10.1.3 Including damping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

10.2 Validation of the individual numerical models . . . . . . . . . . . . . . 130

10.2.1 Case of pHs models considering homogeneous parameters and comparison
with analytical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

10.2.2 Case of pHs model considering inhomogeneous beam with piezoelectric
patch: numerical model and comparison with experimental results . . . . 133

10.3 FSI: coupling of the numerical models . . . . . . . . . . . . . . . . . . . 134

10.4 Results for FSI: frequency response . . . . . . . . . . . . . . . . . . . . 137

10.5 Results for FSI: time response and nonlinear behavior . . . . . . . . . 141

10.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

127



Implementation of the pseudo-spectral numerical scheme: difficulties and tricks

10.1 Implementation of the pseudo-spectral numerical scheme:
difficulties and tricks

10.1.1 Computation of the “differentiation” and “mass” matrices

In order to implement the numerical schemes of Chapter 9, it is necessary to compute the
“differentiation” and “mass” matrices, defined for example in Eqs. 9.39, 9.37 and 9.51. The
“differential” Di matrices are obtained by evaluation of the derivatives of polynomials of the
effort basis in the flow basis collocation points; the “mass” matricesMi are obtained from the
integral formulas of the product of the two basis polynomial vectors; weak-form matrices B̃
and D̃2 are obtained from the integral of basis polynomials vectors spatially derived.

For implementation, two different approaches have been tested:

1. Using a computer algebra software: this leads to exact computation of these matrices
when using polynomial basis, which can be quickly done for N up to about 10. On the
other hand, for larger values of N , the computational burden becomes too expensive.

2. Since the approximation basis are polynomials, the integrals can be exactly computed
by Gaussian quadrature, and the derivatives can be exactly computed using automatic
differentiation methods.1

The results presented in this thesis use the second method, since it leads to a very precise
solution with very small computational cost (even for large N).

10.1.2 Computation of the discretized Hamiltonian

Once the finite-dimensional approximation interconnection matrices J ,B and D are obtained,
the next step is compute the approximate Hamiltonian. Notice that all the Hamiltonians
presented in Part II are defined by integrals. For example, in the case of a quadratic H
(which is the case of the torsion and bending equations):

H[x1(z, t), x2(z, t)] =
∫ (

ax2
1 + bx2

2

)
dz , (10.1)

its approximation is obtained by substitution of xi(z, t) by its finite-dimensional approxima-
tion xapi (z, t) = xxxTi (t)φφφ(z):

Hd(xxx1,xxx2) =
∫ (

a(xap1 )2 + b(xap2 )2
)

dz , (10.2)

= axxxT1 (t)
(∫

φφφ(z)φφφT (z) dz
)
xxx1 + bxxxT2 (t)

(∫
φφφ(z)φφφT (z) dz

)
xxx2 . (10.3)

1We used the package ForwardDiff: http://www.juliadiff.org, which uses the forward mode automatic
differentiation method.
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Numerical and experimental results

We have not yet made any hypothesis about the collocation points zxi and zei, so until now
any grid could be used. Gauss-Legendre collocation points are chosen for zxi, since in this case∫
φφφ(z)φφφT (z) dz becomes a diagonal matrix. The previous integral can be exactly computed

as a weighted sum:

Hd(xxx1,xxx2) =
∑

(ax1,i
2 + bx2,i

2)wi . (10.4)

In addition, the integral of more general nonlinear functions f(z) can be approximated
using Gaussian integration as: ∫

f(z) dz ≈
∑
i

f(zi)wi , (10.5)

with very good precision when f(z) can be approximated by a polynomial. Indeed, for N
degree collocation points, the previous formula allows computing the integral of a 2N + 1
degree polynomial exactly. In our case, all the integrands of the approximate Hamiltonian
are actually polynomials of z (even in the non-quadratic case of nonlinear fluid (Eq. A.5)).
For this reason, the quadrature formula leads to extremely precise computation of Hd. This
makes the computation of the approximate Hamiltonians quite simple.

In addition, another advantage of the Gauss-Legendre collocation points is that they also
reduce the high frequency oscillations, known as Runge’s phenomenon, since these points are
more densely distributed near the edges of the interval (see, e.g., Trefethen (2000)).

Finally, the gradient of the Hamiltonians is computed using two different methods:

1. Analytically.

2. Using automatic differentiation methods (as we did for the differentiation matrices).

The first method is straightforward for simple Hamiltonians, but it can be tedious (and error-
prone) for complicated cases (as the nonlinear fluid equations). For this reason, the automatic
differentiation method is preferable for nonlinear equations as the fluid Hamiltonian (Eq. A.5)
and is used to compute the results of the following sections.

10.1.3 Including damping

After discretization, a set of equations of the following form is obtained:

ẋxxi = J iẽeei +Bi
∂uuu

i
∂ +Bi

duuu
i
d +Bi

Ruuu
i
R ,

yyyi∂ = (Bi
∂)T ẽeei +Di

∂uuu
i
∂ ,

yyyid = (Bi
d)T ẽeei ,

yyyiR = (Bi
R)T ẽeei ,

(10.6)
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Validation of the individual numerical models

where the superscript i stands for B, T and F (bending, torsion and fluid equations, as used
in Part II), xxxi(t) and ẽeei are the vectors of energy and co-energy variables, J i and Di are
skew-symmetric matrices, uuui∂(t) and yyyi∂(t) are respectively the input and output boundary
ports, uuuid and yyyid are distributed ports (that are related to the piezoelectric voltage, in the
case of beam equations), and uuuiR(t) and yyyiR(t) are the distributed resistive (ou dissipative)
ports.

In order to include damping, as explained in § 4.1.3, it is possible to use constitutive
relations as: uuuR = −DyyyR, where D is a positive definite matrix. Then, the dynamic equations
can be written without the dissipative ports as:

ẋxxi = (J i −Ri)ẽeei +Bi
∂uuu

i
∂ +Bi

duuu
i
d ,

yyyi∂ = (Bi
∂)T ẽeei +Di

∂uuu
i
∂ ,

yyyid = (Bi
d)T ẽeei ,

(10.7)

where Ri = Bi
RD(Bi

R)T .

Any positive semi-definite matrix D leads to the introduction of damping in the system.
Appendix D describes how this matrix was chosen in this thesis.

10.2 Validation of the individual numerical models

In this section, the pHs models of each individual system (beam in torsion and bending, and
fluid) and the discretization scheme are validated. Firstly, in the case of homogeneous versions
of the PDEs, the validation is performed in § 10.2.1 by comparing the natural frequencies
obtained from the discretized pHs models and known analytical results. Then, in § 10.2.2, we
show that in the inhomogeneous case, where no analytical solution is known, the validation
is performed by comparing the numerical frequency response with experimental results.

10.2.1 Case of pHs models considering homogeneous parameters and com-
parison with analytical results

In the case of the linearized partial differential equations for the fluid and the beam with
homogeneous parameters, analytical solutions exist and thus they provide a valuable tool for
validation of the numerical schemes proposed in this thesis. The analytical solutions for the
linearized fluid and beam equations are presented in Appendix C.

In Eq. 10.7, the co-energy variables ẽeei are obtained from the gradient of the discretized
Hamiltonian, i.e.: ẽeei = ∇xxxiH i

d. In the case of linear systems, the Hamiltonian is quadratic:
H i
d = 1

2(xxxi)TQixxxi, and ẽeei = Qixxxi. Thus, the equations become:

ẋxxi = (J i −Ri)Qixxxi +Bi
∂uuu

i
∂ ,

yyyi∂ = (Bi
∂)TQixxxi +Di

∂uuu
i
∂ ,

(10.8)
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Both in the cases of the bending and torsion beam, the fixed-free boundary conditions are
satisfied if uuui∂ = 0. Neglecting the dissipation, the autonomous equations become:

ẋxxi = J iQixxxi . (10.9)

Consequently, in order to find the approximated natural frequencies of these systems, it is
enough to find the eigenvalues of J iQi. These results are presented in Tables 10.1 and 10.2.

In the case of fluid equations, the no-flow boundary condition introduces a constraint to
the system, since one of the outputs is equal to zero,i.e.:

ẋxxF = JFQFxxxF +BF
∂ u

F
1∂ ,

0 = yF1∂ = (BF
1∂)TQFxxxF ,

(10.10)

for this reason it must be written as a descriptor system (see, e.g., Verghese, Lévy, and
Kailath (1981)): [

I 0
0 0

]
︸ ︷︷ ︸

E

[
ẋxxF

u̇F1∂

]
=
[

JFQF BF
∂

(BF
1∂)TQF 0

]
︸ ︷︷ ︸

A

[
xxxF

uF1∂

]
. (10.11)

The natural frequencies of the sloshing problem presented in Table 10.3 are obtained by
linearizing the system2 and computing the generalized eigenvalues of the pair of matrices
(E,A).

From Tables 10.1 to 10.3, the convergence of the method can be easily verified. The
relative errors of the numerical results with respect to the exact ones are presented. It is
possible to see that, when using only 9 basis functions, the error of the first frequency is
limited by the numerical precision. Using 12 basis functions, the first 7 natural frequencies
have a relative error smaller than 1% for all the three tested cases.

In the case of the bending beam, the state-space obtained from the numerical method is
used to find the frequency response and compared with known exact results for a beam with
uniform parameters presented in Appendix C. These results are presented in Fig. 10.1. Only
12 basis functions were used in the numerically obtained system. The numerical results agree
very well with the exact transfer function.

2The linearization is obtained by computing the Hessian matrix of the Hamiltonian at the equilibrium
point, which can be easily done using automatic differentiation. In this case: QF = ∂2HF

d
∂xxx2 (xxxeq).
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Table 10.1: Torsion equation: approximated natural frequencies obtained from the semi-
discretization model computed for different number of (N) basis functions and comparison
with the exact frequencies computed by the analytical expression.

N = 3 N = 6 N = 9 N = 100 Exact
Mode Freq. Error Freq. Error Freq. Error Freq. Error Freq.
1 35.2 1e-04 35.2 4e-11 35.2 8e-16 35.2 2e-14 35.2
2 111.2 5e-02 105.6 1e-05 105.6 2e-10 105.6 1e-14 105.6
3 345.0 1e+00 176.5 3e-03 176.0 9e-07 176.0 7e-15 176.0
4 257.9 5e-02 246.5 2e-04 246.4 1e-16 246.4
5 414.0 3e-01 318.3 5e-03 316.8 1e-15 316.8
6 1203.5 2e+00 402.9 4e-02 387.2 1e-16 387.2
7 541.6 2e-01 457.7 2e-16 457.7

Table 10.2: Bending equation: approximated natural frequencies obtained from the semi-
discretization model computed for different number of (N) basis functions and comparison
with the exact frequencies computed by the analytical expression.

N = 3 N = 6 N = 9 N = 12 Exact
Mode Freq. Error Freq. Error Freq. Error Freq. Error Freq.
1 2.2 6e-04 2.2 2e-10 2.2 2e-14 2.2 6e-15 2.2
2 14.0 2e-02 13.8 3e-05 13.8 1e-11 13.8 5e-15 13.8
3 199.1 4e+00 38.5 6e-04 38.5 2e-06 38.5 2e-12 38.5
4 82.6 9e-02 75.5 3e-05 75.5 1e-07 75.5
5 146.7 2e-01 125.9 9e-03 124.7 2e-06 124.7
6 3446.4 2e+01 190.5 2e-02 186.5 9e-04 186.3
7 364.5 4e-01 261.0 3e-03 260.3

Table 10.3: Linearized sloshing equation: approximated natural frequencies obtained from
the semi-discretization model computed for different number of (N) basis functions and com-
parison with the exact frequencies computed by the analytical expression.

N = 3 N = 6 N = 9 N = 12 Exact
Mode Freq. Error Freq. Error Freq. Error Freq. Error Freq.
1 0.46 7e-03 0.45 1e-07 0.45 1e-13 0.45 9e-15 0.45
2 1.12 2e-01 0.91 3e-04 0.91 2e-08 0.91 1e-12 0.91
3 1.38 1e-02 1.36 2e-05 1.36 2e-09 1.36
4 2.05 1e-01 1.82 1e-03 1.82 1e-06 1.82
5 3.93 7e-01 2.31 2e-02 2.27 9e-05 2.27
6 2.97 9e-02 2.73 2e-03 2.73
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Figure 10.1: Frequency response of the bending beam: comparison between the numerical
model and the exact transfer function. The beam is assumed to have uniform rigidity and
mass distributions. The number of basis functions used in the semi-discretization method is
N = 12.

10.2.2 Case of pHs model considering inhomogeneous beam with piezo-
electric patch: numerical model and comparison with experimental
results

The results in 10.2.1 assume that the beam has uniformly distributed parameters. This
assumption are useful for theoretical validation since in this case closed-form expressions exist.
In practice, however, the piezoelectric patches change the local rigidity and mass distribution
of the beam. This effect is presented in Fig. 10.2, which shows a comparison between the
numerical and experimental results of the beam frequency response. The experimental results
are obtained from a frequency sweep excitation of the piezoelectric patches. The tip speed is
measured using an accelerometer placed near the free-tip of beam. Two different numerical
results are presented: 1) the beam is considered without piezoelectric patch; 2) the mass
and rigidity of the piezoelectric patches are taken into account in the computation of the
beam Hamiltonian. The results show in general a good agreement between the numerical and
experimental frequency response. However, the curve using the second numerical method
agrees better with experiments for small frequencies, since it introduces the mass and rigidity
of the patch. No damping is included in the numerical method, which explains the larger
amplitudes of the peaks.
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Figure 10.2: Frequency response: comparison between two numerical models and the exper-
imental results. The curve labeled as numeric 1 was obtained using a model in which the
piezoelectric patches are not taken into account. Numeric 2 takes into account the piezoelec-
tric patches mass and rigidity. The figure on the right focuses on the first natural frequency.
By including the patches properties, both the amplitude and natural frequency shift and a
better agreement with experimental result is obtained for small frequencies. The number of
basis functions used in the semi-discretization method is N = 12.

10.3 FSI: coupling of the numerical models

The fluid-structure system of Part II is modeled by four different subsystems:

1. Piezoelectric beam with bending motion;

2. Piezoelectric beam with torsion motion;

3. Fluid equations;

4. Rigid body equations to represent the tank and other rigid appendices.

By concatenating the state-variables of each subsystem as: xxx =
[
xxxB xxxT xxxF xxxRB

]T
, it is

possible to rewrite the full model using exactly the same framework as for each component
individually (which is one strength of the pHs modeling). Thus we get:

ẋxx(t) = (J −R)∇xxxHd +Buuu ,

yyy(t) = BT∇xxxHd +Duuu ,
(10.12)

where J ,R, B and D are the block-diagonal matrices obtained from each component J i, Ri,
Bi and Di matrices. The discrete global Hamiltonian Hd(xxx(t)) is the sum of each H i

d(xixixi(t)).
The input and output vectors are obtained from Eqs. 5.22, 5.29, 6.41 and B.6:

uuu(t) =
[
eB1 (0) ∂zeB1 (0) ∂zeB2 (L) eB2 (L) v eT1 (L) eT2 (0) eF1 (a/2) eF2 (−a/2) FFext MF

ext MRB
ext,B MRB

ext,T

]T
,

yyy(t) =
[
∂zeB2 (0) −eB2 (0) −eB1 (L) ∂zeB1 (L) v∗ −eT2 (L) eT1 (0) −eF2 (a/2) eF1 (−a/2) Ḋ θ̇F θ̇RBB θ̇RBT

]T
.

(10.13)
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The coupling between all the equations is given by the four kinematic and three dynamic
constraints (Eqs. 7.13, 7.14, 7.15, 7.18).

There are also five fixed boundary conditions: eF2 (−a/2) = eF2 (a/2) = 0 (no flow through
the tank walls) and eB1 (0) = ∂ze

B
1 (0) = 0 for the bending fixed-end and eT2 (0) = 0 for the

torsion fixed-end. Four of these boundary conditions are related to variables of the input
vector uuu. Only eF2 (a/2) = 0 is related to an output and, for this reason, will represent one
additional constraint to the problem. Finally, the piezoelectric applied voltage is also related
to an input: v = V (t).

We can reorganize the input and output vector to keep only the constrained port-variables
uuuc and yyyc, such that Eq. 10.12 becomes:{

ẋxx = J∇xxxHd +Bcuuuc +Bvv ,

yyyc = Bc
T∇xxxHd ,

(10.14)

where:

uuuc(t) =
[
∂ze

B
2 (L) eB2 (L) eT1 (L) eF1 (a/2) FFext MF

ext MRB
ext,B MRB

ext,T

]T
,

yyyc(t) =
[
−eB1 (L) ∂ze

B
1 (L) −eT2 (L) −eF2 (a/2) Ḋ θ̇F θ̇RBB θ̇RBT

]T
.

(10.15)

Notice that the four kinematic constraints (Eqs. 7.13, 7.14, 7.15) and the no-flow condition
(eF2 (a/2) = 0) are linear functions of the output variables. So it is possible to write them as:

Myyyc = 0 , (10.16)

where M is a 5 × 8 matrix. Similarly, the three dynamic constraints (Eq. 7.18) are linear
functions of the input variables:

Nuuuc = 0 , (10.17)

where N is a 3×8 matrix. Since uuuc represents a vector of 8 unknowns subject to 3 constraints,
it is possible to rewrite it as a function of only 5 unknowns: uuuc = Gλλλ, where λ ∈ R5 is the
vector of Lagrange multipliers.

Additionally, since the interconnections are power-preserving (uuuTc yyyc = 0), it is easy to
verify thatM = GT . Thus, the coupled equations can be written as:

ẋxx(t) = J∇xxxHd +Bvv +BcGλλλ ,

0 = GTBc
T∇xxxHd .

(10.18)

These equations can be used for simulation using numerical integration methods for differential-
algebraic equations (DAEs) (Kunkel and Mehrmann, 2006; Ascher and Petzold, 1998). Ad-
ditionally, several manipulations are possible, as recalled in § 4.3.2, leading to an explicit set
of ordinary differential equations, which can be used for nonlinear time-domain simulation
thanks to classical numerical methods for ODEs.

Now, in order to analyze the frequency response of the experimental set up, the linearized
version of Eq. 10.18 has to be taken into account. In this case, the coupled system can be
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written using a linear descriptor state-space (DSS) formulation:[
I 0
0 0

]
︸ ︷︷ ︸

E

∂

∂t

[
xxx

λλλ

]
=
[

JQ BcG

GBc
TQ 0

]
︸ ︷︷ ︸

A

[
xxx

λλλ

]
+
[
Bv
0

]
v(t) . (10.19)

This linearized system can also be used for simulation. In addition, from the generalized
eigenvalues of (E,A), it is possible to find the modes of the coupled system and to compare
them to experimentally measured natural frequencies. Finally, the output matrix (C) of the
DSS is chosen such that the output of the system is the tip speed or acceleration. Then,
the resulting system is used to compare with experimental results (frequency response, for
example).

Remark 10.1
The matrix G of the coupled equations (Eq. 10.18) can be obtained manually from the con-
straints established in Chapter 7.

In practice, each subsystem is implemented in the computer as an individual “module” (an
object, in object-oriented programming paradigm). Furthermore, the procedures described in
§ 4.3 are implemented, allowing the manipulation of the modules. Thus, the derivation of Eq.
10.18 is automatically done, using the following procedure:

1. Concatenation of bending and torsion models;

2. Coupling between beam model (in torsion and bending) with the fluid dynamics;

3. Coupling of the model obtained in step 2 with the rigid body dynamics.

Using pseudo-code, the procedure is as follows:

1. structural model = concatenate(bending model, torsion model)

2. FSI model = interconnection(structural model, fluid model)

3. FSI model with RB = interconnection (FSI model, RB model)

This pseudo-code highlights the systematic and modular characteristics of the pHs approach.
The final system can be also easily manipulated using tools like constraint removals (from
§ 4.3.2), linearization (by simply evaluating the Hessian of the Hamiltonian at equilibrium),
etc. We implemented all the tools for discretization and manipulation of pHs in the program-
ming language Julia. The codes are available at:
https: // github. com/ flavioluiz/ PortHamiltonian. jl .
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10.4 Results for FSI: frequency response

The fully coupled system is validated by comparing the frequency response of the discretized
finite-dimensional model with the measured frequency response.

The natural frequencies of the coupled system, obtained from generalized eigenvalues of
the (E,A) matrices (Eq. 10.19) are presented for two filling ratios in Tables 10.4 and 10.5.
The frequency responses for the same filling ratios are presented in Figs. 10.3 and 10.4. The
input is the voltage applied to the piezoelectric patches and the output is the speed of the
tank. All the results are compared with the experimental ones.

The first five modes of Tables 10.4 and 10.5 are mainly due to the coupling between the
sloshing dynamics and the first bending mode of the structure. The sixth mode is dominated
by the torsion dynamics. The seventh and eighth modes are bending modes.

The fluid dynamics also introduces modes that are symmetric with respect to the center
of the tank. The natural frequencies of these modes are not presented in Tables 10.4 and 10.5
since they do not interact with the structure (they are not observable nor controllable).

Notice that a quite good agreement with experimental results is obtained. For the 25%
filling ratio, most modes agree with an error less than 7%. Larger errors appears for larger
filling ratios, specially for modes 3 to 5: one of the reasons is that the fluid equations used
in this paper assume the shallow water hypothesis, which is more accurate for small filling
ratios of the tank.

Remark 10.2
Recall that in Remark 7.2, another interconnection structure was defined. The offset between
the center of gravity of the fluid and the torsion axis of the beam was taken into account. The
frequency responses for this improved interconnection are presented in Figs. 10.5 and 10.6.
We note that now the torsion mode (mode number 6) now appears in the frequency response.

Table 10.4: Coupled fluid-structure with 25% filled tank: approximated natural frequencies
obtained from the semi-discretization model computed for different values of N basis functions
and comparison with the experimental results.

N = 3 N = 6 N = 9 N = 12 Experimental
Mode Freq. Error Freq. Error Freq. Error Freq. Error Freq.

(Hz) (%) (Hz) (%) (Hz) (%) (Hz) (%) (Hz)
1 0.44 6.5 0.43 7.0 0.43 7.0 0.43 7.0 0.47
2 1.24 7.9 1.18 3.2 1.18 3.1 1.18 3.1 1.15
3 1.45 3.4 1.43 4.9 1.43 4.9 1.50
4 3.99 67.7 2.32 2.3 2.29 3.8 2.38
5 4.32 46.9 3.24 10.4 2.94
6 8.42 5.1 8.42 5.1 8.42 5.1 8.42 5.1 8.01
7 9.64 0.3 9.52 0.9 9.51 1.0 9.51 1.0 9.61
8 25.40 3.1 23.64 4.0 23.63 4.1 23.63 4.1 24.63
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Table 10.5: Coupled fluid-structure with 50% filled tank: approximated natural frequencies
obtained from the semi-discretization model computed for different values of N basis functions
and comparison with the experimental results.

N = 3 N = 6 N = 9 N = 12 Experimental
Mode Freq. Error Freq. Error Freq. Error Freq. Error Freq.

(Hz) (%) (Hz) (%) (Hz) (%) (Hz) (%) (Hz)
1 0.59 6.6 0.59 6.2 0.59 6.2 0.59 6.2 0.55
2 1.31 9.1 1.26 5.6 1.26 5.6 1.26 5.6 1.20
3 2.16 13.4 2.13 11.4 2.12 11.4 1.91
4 6.05 124.6 3.49 29.5 3.43 27.3 2.69
5 6.47 98.1 4.85 48.3 3.27
6 6.95 0.4 6.95 0.5 6.95 0.5 6.95 0.4 6.92
7 9.61 3.9 9.54 3.1 9.52 2.9 9.52 2.9 9.25
8 25.39 9.9 23.64 2.3 23.63 2.3 23.64 2.3 23.10
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Figure 10.3: Frequency response of the fluid-structure coupled system: comparison between
the numerical model with experimental results (tank 25% filled). The numbers indicate the
mode number as in Table 10.4. A good agreement is observed for the first four coupled
sloshing-structure modes. The number of basis functions used in the semi-discretization
method is N = 9 (for each subsystem).
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Figure 10.4: Frequency response of the fluid-structure coupled system: comparison between
the numerical model with experimental results (tank 50% filled). The numbers indicate the
mode number as in Table 10.5. Only the first two sloshing modes are well represented.
The larger discrepancy is explained by the use of shallow water hypothesis, which validity is
reduced for larger filling ratios. The number of basis functions used in the semi-discretization
method is N = 9 (for each subsystem).
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Figure 10.5: Frequency response of the fluid-structure coupled system: comparison between
the numerical model with experimental results (tank 25% filled). Differently from Fig. 10.3,
here the offset of the position of the fluid center of gravity with respect to the torsion is taken
into account. The torsion mode (6) appears in the numerical frequency response. The number
of basis functions used in the semi-discretization method is N = 9 (for each subsystem).
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Figure 10.6: Frequency response of the fluid-structure coupled system: comparison between
the numerical model with experimental results (tank 50% filled). Differently from Fig. 10.4,
here the offset of the position of the fluid center of gravity with respect to the torsion is taken
into account. The torsion mode (6) appears in the numerical frequency response. The number
of basis functions used in the semi-discretization method is N = 9 (for each subsystem).
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10.5 Results for FSI: time response and nonlinear behavior

One of the main interests of using the port-Hamiltonian formulation is that it allows repre-
senting nonlinear systems. Although the fluid equations presented in this paper are nonlinear,
the numerical results presented above were obtained after linearizing the equations. Hereafter,
an example of nonlinear simulation is presented.

Fig. 10.7 shows the snapshots of the fluid height in a moving tank. The fluid starts
in still condition and is excited using harmonic voltages for the piezoelectric patches, with
a frequency close to the first natural frequency of sloshing. Moreover, the simulations are
run for two different amplitudes of the voltages to generate small and large fluid motion
amplitudes. Fig. 10.7 shows the result after 11 seconds of simulation. The amplitude of
the oscillations are 100 times larger in Fig. 10.7 - Right, which corresponds to the higher
voltage simulation. In each figure, two curves are presented: one from the simulation using
the nonlinear equations and the other using a linearized version of the fluid model. For small
amplitude motions (Fig. 10.7 - Left), the linear and nonlinear simulations coincide and the
shape of the waves is similar to the first modal deformation of the fluid. For large amplitude
motions (Fig. 10.7 - Right), a nonlinear wave behavior appears: the linear and nonlinear
results are clearly different. Fig. 10.8 shows the time response of the tip speed of the beam
for these same simulations. For large amplitudes (Fig. 10.8 - Right), the fluid nonlinear
behavior affects the structural dynamics response, reducing the amplitude of the vibrations,
which is observed in practice on the real experimental set up.
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Figure 10.7: Sloshing-structure simulation: the system starts in still condition and is harmon-
ically excited with frequency close to the first natural frequency. The figures show a snapshot
of the fluid height after 11 seconds of simulation. On the left with small amplitude excitation,
linear and nonlinear simulations give the same results. On the right with 100 times larger
amplitude excitation, two different behaviors can be observed: a nonlinear sloshing wave ap-
pears. The number of basis functions used in the semi-discretization method is N = 10 (for
each subsystem).

Additional simulation results, as well as videos with comparison between the numerical
and experimental results can be found on our website.3

3https://github.com/flavioluiz/port-hamiltonian
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Figure 10.8: Sloshing-structure simulation: the system starts in still condition and is har-
monically excited with frequency close to the first natural frequency. The figures show the
time-response of the beam tip speed. On the left with small amplitude excitation, linear
and nonlinear simulations give the same results. On the right with 100 times larger ampli-
tude excitation, two different behaviors can be observed: the fluid nonlinear behavior reduces
the amplitude of the structure vibration. The number of basis functions used in the semi-
discretization method is N = 10 (for each subsystem).

10.6 Conclusions

In this chapter, the fluid-structure models proposed in Part II, as well as the numerical
methods proposed in Chapter 9 were implemented and validated.

Firstly, the numerical scheme was validated by comparing results of the individual models
with known analytical results in § 10.2. Thanks to the convergence characteristics of the
pseudo-spectral methods, a small number of states is needed to accurately predict the ex-
act natural frequencies. Furthermore, the numerical scheme was able to represent well the
frequency response of piezoelectric beam, obtained in the experimental device.

Secondly, the fluid-structure system was analyzed. The frequency response of the coupled
system was presented in § 10.4, both for numerical and experimental results. Again, a good
agreement was obtained between these results: the first coupled sloshing modes are well
represented, specially for small filling ratios of fluid. For higher frequencies, and larger filling
ratios, however, the shallow water model exhibits spurious natural frequencies, that do not
match with good precision the experimental results. This issue is a limitation of the fluid
model, as commented in § 6.3.

Finally, time-domain response was used to simulate the non-linear behavior of the fluid,
that occurs when exciting the piezoelectric patches at larges amplitudes of voltage.
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Chapter 11

A recall on active vibrations control

Mechanical vibrations can impose several detrimental effects on systems from different en-
gineering fields. In aircraft (and other transportation vehicles), for example, vibrations can
reduce comfort due to the body vibration and noise (Zuziak et al., 2010). These issues
can even negatively impact the health and work performance of flight attendants and pilots
(Mellert et al., 2008).

Vibrations also impose restrictions in the design of precision instruments (Rivin, 1995).
This is the case of large telescopes, that experience mechanical micro vibrations that must be
attenuated (Di Lieto et al., 2007).

Moreover, vibrations can be a main cause of structural failure. One example is the ex-
cessive strain due to external perturbation as earthquakes, which might cause the collapse of
buildings (Soong and Costantinou, 1994). In the aerospace field, the coupling of aerodynamic
forces and structural dynamics might cause flutter (Hodges and Pierce, 2011). Furthermore,
vibrations also cause material fatigue (Alan, 1958) and reduce the lifetime of the structure.

All these examples motivate the research of methods for vibration mitigation. As pointed
out by Preumont (2011), the most common ways to reduce vibrations are stiffening, damp-
ing and isolation. Stiffening consists in increase the structural stiffness, which shifts the
resonance frequency of the structure. Damping consists in dissipating the vibration energy,
which reduces the amplitude of oscillations near the natural frequencies. Isolation consists in
preventing the propagation of vibrations to sensitive parts of the systems.

Vibration reduction methods are usually classified as either passive or active control meth-
ods. The passive methods consist in including physical components that change the dynamic
behavior of the system (e.g., by introducing fluid dampers and dynamic vibration absorbers).
Active control involves using sensors, actuators, and a control algorithm. Differently from
the passive control methods, active control methods have an external power source for the
actuator. This might lead to increased performance characteristics but might also lead to
issues like instability due to poor control design.

The main goal of this chapter is to present a brief recall of active vibration control methods.
Since it is a broad field, we focus on the control using piezoelectric actuators. First, we recall
some control applications of piezoelectric materials in Section 11.1. Then, usual strategies for
vibration control are recalled in Section 11.2.
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11.1 Piezoelectric actuators and examples of applications to
active control

Most materials have a direct coupling between the deformation (strain) and the stress applied
to the material. This coupling is determined by the constitutive equations related to each
material. Smart materials are materials for which the deformation is not only related to the
external material stress, but it is also strongly coupled to other mechanisms like temperature,
electric and magnetic field. Thanks to this coupling, these materials can be used for active
control of vibrations (Preumont, 2011). For example, Magnetostrictive materials deform
under a magnetic field. Magneto-rheological and electro-rheological fluids, which are fluids
that change the apparent viscosity when subject to magnetic and electric fields, respectively.
Shape Memory Alloy is an alloy that, when deformed, returns to its pre-deformed shape when
heated.

Among smart materials, piezoelectric materials are widely used for active vibration control
in the most diverse fields. As described in Chapter 5, these materials deform under an electric
field. Conversely, they also produce an electric field when deformed. Thus, they can be used
both as actuators and sensors. Two main classes of piezoelectric materials exist: ceramics
and polymers. Piezoceramics are widely used as both sensors and actuators. One of the
most popular piezoceramics is the PZT (Lead Zirconate Titanate), which is used in our
experimental device in the form of patches glued to the structure. Piezopolymers are mainly
used as sensors, since they v have a limited control authority.

There are many examples of applications of piezoelectric actuators for active vibrations
control. For instance, Aglietti et al. (1997) studied the use of piezoelectric patches, with the
goal of actively reduce spacecraft microvibrations. Onawola and Sinha (2011) used patches
as sensors and actuators for flutter suppression. Cobb et al. (2009) designed and tested an
active controller for fin-buffet alleviation in the F-16 fighter aircraft. Grewal et al. (2000) used
piezoelectric actuators for reducing cabin noise and vibrations in a turboprop airplane. Cesnik
and Brown (2003) proposed the use of piezoelectric materials for active wing warping and
control of the rolling motion of the airplane. Other applications outside of aerospace domain
include vibrations control of a flexible robotic link (Shin and Choi, 2001) and a kitchen hood
(Previdi et al., 2014).

11.2 Design of control laws for active control

There are many different control strategies for active vibration reduction. Feed-forward con-
trollers attempt to cancel disturbances by generating a secondary signal of opposite phase.
Feedback controllers use the signals measured by sensors, that are compared to reference sig-
nals, passed into a compensator and applied to the system actuators. Here, we focus on
feedback control laws.

Active vibration control systems are usually also classified depending on the relative posi-
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tion of the actuators and sensors since it has a major influence on the stability and robustness
characteristics of the controlled system. The actuator/sensor pair is said to be collocated if the
effort applied by the actuator acts over the same degree of freedom as the measure obtained
by the sensor. This is the case, for example, when a force is applied at a point of the structure
and the deflection speed is measured at the same point. Better robustness characteristics are
obtained when using collocated actuators/sensors, than non-collocated. The reason for this
can be easily understood when we notice that for mechanical systems, the power balance is
given by the product of two variables: applied force and local speed, for example. Given an
energy function for the system V , the power balance is given by:

V̇ = uy , (11.1)

where u is the actuator input (force, for example), and y is the sensor output (speed, for
example). Note that, thanks to Lyapunov’s second method for stability, a simple negative
output feedback u = −ky (with positive k) leads to a stable closed-loop system, since V̇ =
−ky2 ≤ 0 (assuming that the energy function V is lower-bounded). Such a control law removes
energy from the system, and (assuming ideal actuators and sensors) will never destabilize the
closed-loop system.

Figures 11.1 and 11.2 highlight the different root locus of this negative output feedback
control law when using collocated and non-collocated controllers. The plant represented in
the first figure is the piezoelectric beam of our experimental device using the input/output
pair v and yv. The second figure uses the voltage applied to the piezoelectric actuators (v)
as input and the tip speed ẇ(L, t). Note that when using the collocated pair, the open-loop
plant poles and zeros appears in intercalated order near the imaginary axis. Thanks to this
pattern, any feedback gain may lead to a stable closed-loop behavior of the plant. On the
other hand, for non-collocated pairs, this control law leads to unstable closed-loop behavior
and more complicated control laws are needed.
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Figure 11.1: Root locus - collocated in-
put/output pair.
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Figure 11.2: Root locus - non-collocated in-
put/output pair.
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The control law u = −ky is commonly called Direct Velocity Feedback (DVF). Other
common control laws for collocated pairs, that are also robustly stable, include:

• Positive Position Feedback (PPF): the structural position is fed on a second order
compensator, and fed back on the collocated actuator. This approach was originally
developed for control of large space structures by Goh and Caughey (1985) . Among
other applications, PPF was also used to buffet alleviation using piezoelectric patches
by Ono (2012); Cobb et al. (2009)

• Integral force feedback (IFF): a force sensor is fed on an integrator, and fed back on the
collocated actuator (Fleming and Leang, 2010).

Remark 11.1
Systems that satisfy Eq. 11.1 are called passive systems (in a mathematical point of view).
PHs are passive systems since the time derivative of the Hamiltonian (which is usually the
energy function) is given by Ḣ = yyyTuuu. The DVF control law uuu = −Kyyy (where K is a positive-
definite matrix) dissipates energy from the system. In the energy-based control jargon, DVF
is called damping injection or damping assignment.

Since the coupling of a pHs with another pHs is still a pHs, any controller structured as
a pHs can be used to control systems with collocated input/output pairs with robust stability
properties. This includes both linear and nonlinear controllers. Thus, the pHs framework is
largely used for control design (Ortega et al., 2002).

The use of collocated input/output pairs favors very simple control laws with guaranteed
robustness characteristics. Moreover, a mathematical model of the open-loop plant is not
even necessary.

Many times, however, collocated actuator/sensor pairs are not available. In this case,
more complicated feedback control laws are usually needed. Again, many different control
strategies are available. In most cases, the design of feedback laws for non-collocated pairs
require a (precise) mathematical model of the plant. Modeling inaccuracies might even cause
unstable behavior of the closed-loop plant.

One of the most used control strategies is the Linear Quadratic Regulator (LQR), which
consists in finding the state feedback matrix gain K that minimizes the following integral:

J =
∫ ∞
t=0

(
xxxTQxxx+ uuuTRuuu

)
dt , (11.2)

where xxx(t) is the vector of state variables, uuu is the vector of control variables, Q and R are
weighting design matrices. For controllable linear state-space systems, the state feedback
gain that optimizes Eq. 11.2 can be obtained from the Riccati equation. Since the states
are usually not available, a state observer is needed. One common strategy is to design the
state estimator using the Linear Quadratic Estimator (LQE) approach (Kalman Filter). The
control scheme with state observer is recalled in Figure 11.3.
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This combined approach (also known as Linear Quadratic Gaussian - LQG control) was
to improve the damping characteristics of piezoelectric beams by many authors, e.g.: Aglietti
et al. (1997); Vasques and Dias Rodrigues (2006); Zhang, He, and Wang (2010); Zhang
et al. (2009); Zhang et al. (2008). Furthermore, the active control for buffet alleviation
implemented in the F-16 aircraft was also implemented using LQG (Ono, 2012; Cobb et
al., 2009).

System

State Observer

K u y

u

y

x̂

Figure 11.3: Observer-based control with state feedback.

Another popular strategy for active vibration control is the H∞ synthesis method. Con-
sider the scheme of the general control design problem of Fig. 11.4. The method consists
in finding a control dynamics K(s) that minimizes the H∞ norm of the transfer function
between disturbances ddd and outputs zzz of the system (Gu, Petkov, and Konstantinov, 2013):

min︸︷︷︸
K(s) stabilizing

||Tzd||∞ . (11.3)

The first solution for this problem was proposed by Doyle et al. (1989), leading to optimal
controllers with the same number of states as the plant P . More recently, Apkarian and
Noll (2006) proposed a numerical method that allows designing optimal controllers with fixed-
structure, instead of full-order. Both algorithms are implemented inMATLAB Robust Control
Toolbox (functions HINFSYN for the first one, HINFSTRUCT and SYSTUNE for the latter).

Two typical schemes for defining the generalized plant P , in the case of structural dynamics
control are presented in Figs. 11.6, 11.7:

P

K

u y

w z

Figure 11.4: Scheme for the general con-
trol design problem

∆

P

K

u y

w z

Figure 11.5: Scheme for the control de-
sign problem for a plant with parametric
uncertainties
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Figure 11.6: Control scheme with distur-
bance in output
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Figure 11.7: Control scheme with distur-
bance in input

• Fig. 11.6 uses a disturbance applied in the output of the plant; the control signal as
well as the output signal are multiplied by weights, leading to the outputs z1 and z2.
Usually, weight W1 is chosen in order to ensure that the control signal will not excite
high frequency dynamics (working as a roll-off filter). Weight W2 is related to the
sensibility function of the system, and defines the closed-loop performance. In order to
increase the damping of structural modes, a usual approach is to choose W2 trying to
reduce sensitivity near these frequencies. This strategy was used for active vibrations
control by Leleu (2002) and Zhang et al. (2009).

• Fig. 11.7 uses a disturbance applied in the input of the plant (which can be caused by
an external actuator, like a shaker for example). The outputs are given by the weighted
control signal (as in previous case), and the plant outputs (which can be weighted
or not). The idea is to minimize the effect of disturbances in specific responses (like
displacements, accelerations). This approach is used by Kar, Miyakura, and Seto (2000),
Robu (2010) and Robu et al. (2012).

Finally, a more general problem of control is to design a controller K(s) that minimizes a
performance objective (like the H∞ norm), but considering the plant parametric uncertainties
(so that it should be stable and have good performance characteristics in the uncertainty enve-
lope). A scheme that represents this problem is given in Figure 11.5. The µ-synthesis method
is the usual approach for this problem (D-K or D-K-G algorithms). Such schemes were studied
for active vibrations control, e.g., by Moutsopoulou, Stavroulakis, and Pouliezos (2011).

11.3 Conclusions

The goal of this chapter was to briefly recall a few of the most used methods for vibrations
control. Since it is a broad subject, we focused on active control using piezoelectric actuators.
Among the active control laws, we have seen that there are several simple strategies when
using collocated input/output pairs. In the next chapter, a method for applying damping
injection to non-collocated input/output pairs is proposed.
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Chapter 12

Observer-based damping injection
with non-collocated input/output

actuators

In the Parts II and III of this thesis, we emphasized on the interest of using port-Hamiltonian
systems from a modeling point of view. The framework also provides natural strategies for
passivity-based control techniques. Indeed, since the energy flow is given by Ḣ = yyyTuuu, a
negative output-feedback such as uuu = −Kyyy (where K is a positive semidefinite matrix) gives:

Ḣ(xxx) = −yyyT Kyyy ≤ 0 , ∀yyy . (12.1)

Provided that H(xxx) is lower-bounded, this simple control law (called damping-injection) sta-
bilizes the system. Mechanical systems can be controlled using this technique if the inputs and
outputs are power-conjugated (the power flow is given by their product), which implies that
they are collocated, i.e. the actuators and the sensors are located at the same place. Note that,
conversely, collocated actuators and sensors do not necessarily give rise to power conjugated
inputs and outputs. Due to the robustness properties, implementing control laws using collo-
cated actuators and sensors is classical in the control of flexible structures (Preumont, 2011).
However, there are limitations to this approach when the inputs/outputs are not collocated
and consequently not power-conjugated. For instance, in our fluid-structure application, the
actuators are piezoelectric patches near the clamped end, and the sensors are accelerometers
near the free end of the structure.

The use of passivity-based control techniques for non-passive linear systems was studied by
Kelkar and Joshi (1997), Kelkar and Joshi (1998) and Kelkar and Joshi (2004). They proposed
“passivation” techniques by including series, feedback and feedforward compensators. Kelkar,
Mao, and Joshi (2000) suggested an LMI-based method to find compensators that allow using
PBC to non-passive systems. The design of state observers for a class of non-linear PHS has
been addressed by Venkatraman and van der Schaft (2010).

This chapter proposes a method for damping injection in linear mechanical systems with
non-collocated input/outputs. The idea is to write the system using the port-Hamiltonian
formulation (with all conjugated input/outputs). Then, a state observer is implemented to
estimate the actuators conjugate output.

In Section 12.1, an observer-based controller is presented for non-conjugated mechanical

151



Observer-based control by damping injection

systems. Firstly, the use of the port-Hamiltonian formalism allows identifying the conjugated
inputs/outputs in a straightforward way. A state observer is implemented to estimate the
actuators conjugated output. Secondly, Section 12.2 applied the technique for increasing the
damping ratio of the beam, and the fluid-structure system. Finally, thanks to the symmetry
of the transfer function matrix, an alternative controller is proposed in Section 12.3. This
controller gives results that are equivalent to including a physical damper near the tip of the
plate. Experimental results are used to validate both controllers.
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12.1 Observer-based control by damping injection

This section is divided as follows. Firstly, the class of linear port-Hamiltonian systems that
is treated in this chapter is presented in § 12.1.1. Secondly, a state observer is presented
in § 12.1.2. Thirdly, the damping injection control law is recalled in § 12.1.3. Finally, the
observer-based controller equations are presented in § 12.1.4.

12.1.1 Defining a port-Hamiltonian system

This study will be limited to linear port-Hamiltonian systems. For these systems, the Hamil-
tonian is given by the quadratic form: H(xxx) = 1

2xxx
TQxxx, where xxx ∈ Rn is the energy variables

vector and Q is an n × n symmetric positive-definite matrix. The Hamiltonian gradient is
given by ∇xxxH(xxx) = Qxxx. We assume that the system dynamics is given by:

ẋxx =(J −R)Qxxx+Bauuua ,

yyys =BT
s Qxxx ,

(12.2)

where J is an n × n skew-symmetric matrix and R is an n × n positive semidefinite matrix;
uuua ∈ Rna is the actuators input vector, hence subscript “a” stands for actuators; yyys ∈ Rns is
the sensors output vector, similarly subscript “s” stands for sensors; Ba and Bs are n × na
and n×ns matrices, respectively. Note that the previous system is not strictly speaking port-
Hamiltonian, since Ba 6= Bs. Note also that the input uuua and output yyys are not conjugated.
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If we compute the Hamiltonian time-derivative, we find:

Ḣ =
(
xxxTQBa

)
uuua − xxxTQRQxxx ≤

(
xxxTQBa

)
uuua 6= yyyTs uuua . (12.3)

This motivates us to define yyya := BT
a Qxxx ∈ Rna , which is the conjugated output of uuua. Since

this variable cannot actually be measured, we call it a virtual output. In order to write the
equations using the classical port-Hamiltonian formalism, we also introduce another virtual
variable, uuus ∈ Rns which is the conjugated input of the sensors (actually uuus = 0). With these
extra virtual ports at hand, the original system (Eq. 12.2) now takes the more classical pHs
form below:

ẋxx =(J −R)Qxxx+
[
Ba Bs

] [uuua
uuus

]
,[

yyya
yyys

]
=
[
BT
a

BT
s

]
Qxxx ,

(12.4)

which is written as Eq. 4.6. The time derivative of the Hamiltonian is then:

Ḣ = yyyTauuua + yyyTs uuus − xxxTQRQxxx . (12.5)

Since uuus = 0:
Ḣ = yyyTauuua − xxxTQRQxxx . (12.6)

12.1.2 Designing an observer

In Eq. 12.4, yyya is not being measured. For using passivity-based control, it is necessary to
estimate it. For this purpose, a state observer of the system is computed.

Assumption 12.1
The pair

(
(J −R)Q,BT

s Q
)
is assumed to be observable.

The classical Luenberger continuous state observer is given by:

˙̂xxx =(J −R)Qx̂xx+Bauuua + L(yyys −BT
s Qx̂xx) ,

ŷyya = BT
a Qx̂ , x̂xx(0) = 0 .

(12.7)

The observer error (eee = xxx− x̂̂x̂x) dynamics is given by:

ėee = (J −R− LBT
s )Qeee . (12.8)

The matrix L should be designed such that the error dynamics be asymptotically stable (e.g.
using pole placement). The fact that Eq. 12.8 is independent of the control input leads to
the well-known principle of separation of estimation and control (Luenberger, 1966).
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12.1.3 Designing a control law

The damping injection control law is given by uuua = −Kayyya = −KaB
T
a Qxxx, where Ka is

an na × na matrix. Using this law with the theoretical system (Eq. 12.4), the closed-loop
dynamics becomes:

ẋxx =
(
J −R−BaKaB

T
a

)
Qxxx . (12.9)

Property 12.1
The closed-loop system is stable for any symmetric positive semidefinite matrix Ka.

Proof. The Hamiltonian rate of change of Eq. 12.6, with uuua = −Kayyya and yyya = BT
a Qxxx is

given by:

Ḣ(xxx) = −yyyTaKayyya − xxxTQRQxxx , (12.10)

= −(Qxxx)T
(
BaKaB

T
a +R

)
(Qxxx) ≤ 0 . (12.11)

Using this control law, we can guarantee that the system energy will never increase. Since
the Hamiltonian has a lower bound, it guarantees that the system is stable. In addition, Eq.
12.11 shows that BaKaB

T
a +R ≥ 0 is a sufficient condition for stability.

12.1.4 Observer-based controller

Since yyya is not being measured, we will use its estimate ŷ̂ŷya to define the new control law:

uuua := −Kaŷyya = −KaB
T
a Qx̂̂x̂x , (12.12)

with positive semidefinite matrix Ka. Fig. 12.1 shows a scheme of this control law with the
state observer.

Plant

˙̂xxx = (J −R− LBT
s )Qx̂xx+Bauuua + Lyyys

ŷyya = BT
a Qx̂

−Ka

uuua yyys

uuua

yyys

ŷyya

Figure 12.1: Observer-based controller for damping injection.

Property 12.2
The dynamical system (Eq. 12.2) together with the state observer (Eq. 12.7) and the controller
(Eq. 12.12) is stable for any positive semidefinite Ka.
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Proof. This can be easily verified from the separation principle. For the sake of completeness,
we recall the proof here. The closed-loop equations are given by:[

ėee

ẋxx

]
=
[
(J −R− LBT

s )Q 0
−BaKaB

T
a Q (J −R−BaKaB

T
a )Q

] [
eee

xxx

]
. (12.13)

Note that since the state matrix is block-triangular, the eigenvalues of the full system are
given by the eigenvalues of the observer (J−R−LBT

s )Q and of the closed-loop plant without
the observer (J − R − BaKaB

T
a )Q. For this reason, provided that the observer is stable by

design, and the closed-loop plant without observer is stable (Property 12.1), the closed-loop
system with observer is also stable.

Remark 12.1
The proposed controller can be seen as a particular case of state feedback, with a reduced
number of degrees of freedom. Note that usual state feedback is given by uuua = −Kx̂xx, where K
is an na×n matrix. Our controller implies the following structure for the gain K = KaB

T
a Q.

The structure of the state feedback gain is physically motivated to remove energy from the
system (increase damping). Since Ka is an na × na positive semidefinite matrix, a diagonal
matrix with positive elements stabilizes the system, making the control design simpler, from a
control practitioner perspective. For instance, any diagonal matrix Ka with positive elements
can be used.

12.2 Application to damping injection with non-collocated ac-
tuators/sensors

The technique presented in the previous section is applied here for the fluid-structure sys-
tem described in the previous parts of this thesis. Let us assume the following linear port-
Hamiltonian system, obtained after semi-discretization (Chapter 9), coupling of all the mod-
ules (as described in Chapters 7 and 10) and after removing the constraints (as described in
§ 4.3.2):

xxx = (J −R)Qxxx+Buuu ,

yyy = BTQxxx ,
(12.14)

where the inputs and outputs are given by:

yyy =
[

yv
ẇB(L, t)

]
, uuu =

[
v

F

]
, (12.15)

v is the input voltage, ẇB(L, t)is the measured tip speed. F is the virtual input force applied
at the position of the sensor that measures the speed. yv is the virtual output.

The technique suggested in the previous section can be directly applied to the FSI system,
described by Eq. 12.14, using the non-conjugate input/output pair given by the voltage as
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input and tip speed as output. Thus, the control law is written as:

v(t) = −kŷv(t) , (12.16)

where k > 0 and ŷv(t) is the estimate of yv(t), obtained using a state observer.

The proposed observer based controller was tested on the experimental device. The con-
troller was implemented using MATLAB Simulink, on Real-time Windows Target, with an NI
6024-E board. A sample time of 0.001 s was chosen. One 4371 Bruel & Kjaer accelerometer
was used (located near the plate free tip), together with a charge amplifier (Type 2635). The
amplifier can give directly the speed measurements but only for frequencies above 1 Hz. The
two PZT piezoelectric actuators were actuated symmetrically.

The controller was designed for two different plant set-ups. Firstly, only the beam was
taken into account (without the tank). Secondly, a controller was designed for the beam
coupled with the tank 25% filled of water. In each case, once the observer was designed,
the plant behavior was tested for different values of the controller gain ka. Large values of
gain lead to large reduction of the peaks. However, if the value of the gain is too large,
two phenomena can happen: 1) the actuators become saturated; 2) the closed-loop system
becomes unstable.

Frequency response from 1 to 45 Hz is shown in the case of the beam only case (Fig. 12.2).
A reduction of the peaks when using the controller shows that it introduces damping in the
system.
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Figure 12.2: Experimental frequency response for different gains - beam only.

In the case of the fluid-structure system (beam with partially filled tank), the frequency
response from 1 to 25 Hz is shown in Fig. 12.3. The numbering of the modes is the same
as previously used in § 10.4. As it happened with only the beam, the peaks of several fluid-
structure modes were reduced. The damping ratios of three modes that are attenuated by
the controllers are presented in Table 12.1.

Figures 12.4 and 12.5 show the time response of the system initially excited during 20
seconds with no control using a harmonic voltage, at two different frequencies (near the
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natural frequencies of modes 2 and 9, respectively), and then controlled according to the
proposed strategy. The time-response shows the decrease of the speed for different values of
ka. These time responses were used to compute the damping ratios of Table 12.1.
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Figure 12.3: Experimental frequency response for different gains - fluid-structure system (25%
filled tank).

Damping ratio
Mode Description Open-loop Closed-loop

Gain = 104 Gain = 105

2 2nd sloshing + 1st bending 0.0045 0.0054 0.0150
3 3rd sloshing + 1st bending 0.0053 0.0058 0.0090
7 2nd bending 0.0020 0.0035 0.0095

Table 12.1: Comparison between damping ratios obtained experimentally on the beam with
the partially-filled tank.
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Figure 12.4: Experimental time response for different gains: the system is excited using a
sinusoidal voltage at 1.2 Hz for the first 20 seconds; then, the control law is activated. Top:
tip deflection speed; Bottom: Actuator voltage.

0 10 20 30 40 50 60 70 80
Time (s)

0.020
0.015
0.010
0.005
0.000
0.005
0.010
0.015
0.020

T
ip

 s
p
e
e
d
 (

m
/s

)

0 10 20 30 40 50 60 70 80
Time (s)

60

40

20

0

20

40

60

V
o
lt

a
g
e
 (

V
) Open loop

Feedback Gain = 1e4
Feedback Gain = 1e5

Figure 12.5: Experimental time response for different gains: the system is excited using a
sinusoidal voltage at 9.5 Hz for the first 20 seconds; then, the control law is activated. Top:
tip deflection speed; Bottom: Actuator voltage.
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12.3 Alternative observer-based controller: “virtual” speed
feedback

One interesting property about linear mechanical systems written as port-Hamiltonian sys-
tems is that their transfer function matrix is usually symmetric. This happens under some
conditions that are usually satisfied by mechanical systems (and are satisfied by the systems
presented in this thesis) as presented in the following proposition.

Proposition 12.1
Let us consider linear port-Hamiltonian systems written as Eq. 12.14. In the case of me-
chanical systems, the energy variables can be split in two vectors: xxx = [xxx1 ,xxx2]T , which are
momentum and position variables (one vector is related to kinetic and the other to potential
energy). Similarly, the Q matrix is usually block-diagonal (there is no energetic coupling be-
tween the kinetic and potential energy). The damping matrix R, as well as the input matrix
B usually interferes only in the momentum variable.

Under these assumptions, Eq. 12.14 can be written as:[
ẋxx1
ẋxx2

]
=
[
−R −J
JT 0

] [
Q1 0
0 Q2

] [
xxx1
xxx2

]
+
[
B

0

]
uuu ,

yyy =
[
BT 0

] [Q1 0
0 Q2

] [
xxx1
xxx2

]
.

(12.17)

If, in addition, we assume that Q1, Q2 and R are symmetric matrices, then, the transfer
function matrix between the inputs ũuu and outputs ỹyy (where ũuu(s) and ỹyy(s) are the Laplace
transforms of uuu(t) and yyy(t)), i.e., G(s) in:

ỹyy = G(s)ũuu (12.18)

is symmetric.

Proof. Eq. 12.17 can be rewritten as a second-order ODE:

ẍxx2 = JTQ1ẋxx1 ,

= JTQ1(−RQ1xxx1 − JQ2xxx2 +Buuu) ,
(12.19)

but xxx1 = Q−1
1 J−T ẋxx2, so:

ẍxx2 + JTQ1RJ
−T ẋxx2 + JTQ1JQ2xxx2 = JTQ1Buuu . (12.20)

Applying the Laplace transform with zero initial conditions, we get:

x̃xx2 = (s2I + sJTQ1RJ
−T + JTQ1JQ2)−1JTQ1Bũuu . (12.21)
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From the Laplace transform of the output, we have ỹyy = BTQ1x̃xx1 = sBTJ−T x̃xx2. After
substitution in Eq. 12.21, we find the transfer function:

ỹyy = sBTJ−T (s2I + sJTQ1RJ
−T + JTQ1JQ2)−1JTQ1Bũuu ,

ỹyy = sBT (s2JT + sJTQ1R+ JTQ1JQ2J
T )−1JTQ1Bũuu ,

ỹyy = sBT (s2Q−1
1 + sR+ JQ2J

T )−1Bũuu .

(12.22)

Since Q1, R and Q2 are symmetric, the term (s2Q−1
1 + sR + JQ2J

T ) is also symmetric,
as well as its inverse.

The previous proposition leads to the following interesting property of the system with
piezolectric actuators: since the transfer function matrix is symmetric, the behavior of the
system with piezoelectric voltage v(t) as input and tip speed ẇB(L, t) as output is the same
as the behavior of the system in which the force F would be the input and yv the output.

Therefore, it is possible to design a control law for a “virtual” system with F (t) as input
and yv(t) as an output.

For this “virtual” system, the technique presented in Section 12.1 was used, and a state
observer was designed. The damping injection law in this case is given by:

F (t) = −k ˙̂w(L, t) . (12.23)

This control law is equivalent to including a physical damper at the tip of the plate. We
called here this control law “virtual” speed feedback.

This controller was implemented on the real system for the fluid-structure plant with
25% filled tank. The frequency response from 1 to 25 Hz is shown in Fig. 12.6, exhibit-
ing an additional reduction of the amplitudes of the first peaks compared to the results of
Section 12.2.
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Figure 12.6: Experimental frequency response using the two different control strategies.
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Damping ratio
Mode Description Open-loop Closed-loop

“Virtual” speed Feedback ŷv feedback
2 2nd sloshing + 1st bending 0.0045 0.0255 0.0150
3 3rd sloshing + 1st bending 0.0053 0.0160 0.0090
7 2nd bending 0.0020 0.0020 0.0095

Table 12.2: Comparison between damping ratios obtained experimentally - The “virtual”
speed feedback significantly increases the damping of the first modes.

The time-response with this new controller, obtained using the same conditions as in the
previous section, is presented in Figure 12.7.
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Figure 12.7: Experimental time response for different gains: the system is excited using a
sinusoidal voltage at 1.2 Hz for the first 20 seconds; then, the control law is activated. Top:
tip deflection speed; Bottom: Actuator voltage.

12.4 Conclusions

This chapter presents a simple technique for damping-injection in mechanical systems with
non-collocated inputs/outputs. The idea is to take advantage of the structured representation
provided by the port-Hamiltonian framework and to use a state observer that allows estimat-
ing the conjugated ports of the actuators. Then, classical damping injection techniques are
used.

It is important to recall that the proposed controller is a usual state feedback with state
observer, presented in Fig. 11.3. The specificity of this controller lies in the fact that the
observer is written in such a way that the state vector is the vector of energy variables (Eq.
12.7). The control gain K is now strongly structured as K = kaB

T
a Q, and the closed-loop

system proves to be stable for any positive ka. This choice of gain is physically motivated to
increase the structural damping. The method is an alternative way of finding the feedback
gain K, with a reduced number of degrees of freedom.
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Furthermore, a second control law was presented in Section 12.3. Thanks to the symmetry
of the matrix transfer function, it is possible to assume that the input of the open-loop system
is given by an external force, and the output is given by the yv (the output conjugated to
the voltage). Thus, the previous observer-based controller can be applied, and the resulting
closed-loop response is equivalent to a system with a physical damper placed near the tip of
the plate.

Both control laws were tested on the experimental device and promising results were
obtained, with good attenunation of the first coupled fluid-structure modes. Although only
one input and one output were used in the experiment, the methodology can also be used for
MIMO systems.
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Contributions

As pointed out in Chapter 1, new paradigms for aircraft design, the increased flexibility of
recent aircraft projects, together with the use of new smart materials bring new challenges
that motivate the development of multidisciplinary tools that allows modeling, simulating
and controlling complex systems. The port-Hamiltonian framework goes into this direction,
providing a modular approach for multi-physics modeling. Furthermore, energy-based control
methods come naturally from this approach. The main goal of this thesis was to bring this
framework to the aerospace context. We used the port-Hamiltonian framework to model, sim-
ulate and control a fluid-structure system that consists of a beam with piezoelectric actuators
coupled to a tank partially filled with water. This structure has resonance modes similar
to the modes of an aircraft wing. In order to achieve this objective, this thesis presented
contributions in the modeling, discretization, and control of pHs. These contributions are
recalled in the sequel.

Modeling

Part II focused on the port-Hamiltonian models of each part of the system and the following
contributions can be highlighted:

• PHs model of a simple cantilever beam with piezoelectric actuators, considering both
the bending and torsion motions of the beam (Chapter 5).
In the proposed model, the voltage is assumed to be distributed along the domain, pro-
viding distributed control ports. The boundary ports are given by the forces, moments
and their conjugate values (translation and angular speeds);

• Extension of nonlinear 1D and 2D shallow water equations in a moving tank as a mixed
finite-infinite port-Hamiltonian system (Chapter 6).
The originality of the models comes from the rigid body motion of the tank that is taken
into account, and that is coupled to the motion of the fluid. The interconnection ports
are given by the external forces and moments applied to the tank, and their conjugate
outputs (translation and angular speeds).

Then, the interconnection ports that appear in the pHs models are used to couple the systems
in a systematic way (Chapter 7).

Partial results of the modeling part were presented in Cardoso-Ribeiro, Matignon, and
Pommier-Budinger (2015b).
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Discretization

Part III focused on the power-preserving spatial discretization. Thanks to the use of pseudo-
spectral methods, the finite-dimensional models have excellent convergence properties. We ex-
tended these methods (presented in Cardoso-Ribeiro, Matignon, and Pommier-Budinger (2016b))
in Chapter 9 to take into account the specific characteristics of the models proposed in Part
II:

• Specificities of the distributed control. In particular, the piezoelectric voltage leads
to an unbounded input operator. Thus, the pseudo-spectral methods cannot be used
directly. A weak formulation had to be used to overcome this issue.

• Second-order differential. In this case, four boundary ports are needed. These boundary
ports represent the usual boundary conditions of the Euler-Bernoulli beam.

Chapter 10 presented the numerical results. Among the contributions of this chapter, we
can cite:

• The shallow water equations discretized using the power-preserving pseudo-spectral
method. Differently from previous work that used this method to discretize the wave
equation (Moulla, Lefèvre, and Maschke, 2012), the shallow water equations are non-
linear. The source of the nonlinearities is the Hamiltonian of the system (which is
non-quadratic). The discretization of the Hamiltonian was obtained using Gaussian
quadrature. The gradients were computed using automatic differentiation methods.

• The equation of the beam with piezoelectric actuators discretized using the proposed
power-preserving pseudo-spectral method.

Moreover, each subsystem was validated by comparison with theoretical and experimental
results. Then, the coupled system was validated against experimental data.

Control

Part IV focused on the control of the FSI system. An observer-based controller was proposed
and tested in the experimental device in Chapter 12 (presented in Cardoso-Ribeiro, Matignon,
and Pommier-Budinger (2016a)). The structure of the controller is the same as the usual state
feedback with state observer. The difference lies in the fact that, thanks to the pHs model,
the new state feedback gain of the controller is physically structured to remove energy from
the system. From a practitioner point of view, the method provides a simple way to find the
feedback gain, with a reduced number of degrees of freedom.

Furthermore, thanks to the symmetry of the transfer function matrix of the linearized
pHs, an alternative design was investigated. In this case, the closed-loop response gives a
response that is equivalent to introducing a physical damper in the system.
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An application of H∞ robust control techniques to the linearized system was also imple-
mented as presented in Appendix E (presented in Cardoso-Ribeiro, Matignon, and Pommier-
Budinger (2015a)).

The controllers were tested on the experimental device, successfully increasing the damp-
ing ratio of the fluid-structure system.

Further work

Modeling

Structural dynamics: The structural dynamics model used in this thesis is quite simple. It
neglects the bending rotation inertia and shear stresses. Since the cross-section of our beam
has small dimensions (in comparison to the beam length), and as we were only interested
on the low-frequency behavior, this model exhibited a good agreement with experimental
results. Further work should treat more advanced beam models like the Timoshenko beam
and beams with geometrically nonlinear deflections (Macchelli and Melchiorri, 2004; Voss and
Scherpen, 2014; Trivedi, Banavar, and Kotyczka, 2016). Additionally, instead of using two
models, one for the bending and other for the torsion, the use of plate models could provide
more accurate results.

Furthermore, the dynamic effects of the magnetic field were neglected in the modeling
of piezoelectric patches in this thesis (contrary to, e.g. Voss and Scherpen (2014)). Voss
and Scherpen (2011a) verified that including the magnetic field is necessary to derive finite-
dimensional models that are controllable. In this thesis, this controllability issue was avoided
by using the voltage as an input1. From a practical point of view, it is still unclear why
such dynamic model should be included, since the structural dynamics and the magnetic field
dynamics have time scales that are very different. Further work should verify the accuracy
impact, if any, of the inclusion of dynamic magnetic field equations in the global model.

Fluid dynamics: In the case of sloshing equations, many improvements are foreseen.
Firstly, for the proposed 2D model, only two translations and one rotation were taken into
account. Further work should include all degrees of freedoms for the rigid body motion.

The 2D shallow water equations obtained as pHs in Chapter 6 exhibits an unusual in-
terconnection operator that depends on the spatial derivatives of the energy variables. A
possible way to find a more usual operator might be using the vorticity as an extra energy
variable (instead of the vector of velocities, see, e.g., example 7.9 of Olver (1993)).

Furthermore, the shallow water equations in pHs framework can be extended in a number
of ways. A few ideas include: consider the bottom topography of the tank (instead of assuming

1In previous work, the electric field - and, consequently, the voltage - is an energy variable of the system.
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a straight bottom); using several layers of fluid (to simulate containers with several immiscible
fluids).

As presented in § 6.3, the shallow water equations represent well the fluid motion in
moving containers for low frequency excitation, and for small filling ratios of the tank (since
a small depth is assumed, with respect to the free surface dimensions). This limitation was
confirmed by the experimental results presented in § 10.4. One possible alternative to the
SWE is given by the incompressible Euler equations. However, as discussed in § 6.3, these
equations are not in the usual infinite-dimensional port-Hamiltonian form. Further work
should explore how to properly write the incompressible Euler equations with free surface
using the port-Hamiltonian formalism.

Coupling: The coupling between the components of the system was point-wise. The bound-
ary ports of the beam equations were used to interconnect with the rigid-body inputs/outputs
of the tank equation. In future work, more complex interconnections should be investigated.
For instance, the distributed ports, described in this thesis for including damping, could be
employed to interconnect the structural dynamics with fluids that are distributed along the
surface.

Finally, another subject concerning the coupling that was not treated in this thesis is the
well-posedness of the coupled port-Hamiltonian models.

Discretization

One disadvantage of the pseudo-spectral method is that the “differentiation matrices” can have
elements with large values for polynomials of high degree (causing the well-known Runge’s
phenomenon). This problem was avoided in this thesis by the use of Gauss-Legendre collo-
cation points. Another strategy that could be investigated is the following. As pointed out
in Remark 8.4, the pseudo-spectral method can also be written using an “element”-like form.
The combined use of pseudo-spectral methods with elements would make it possible to use
moderate degree polynomials, avoiding the numerical issues related to polynomials of high
degree.

In this thesis, we used Lagrange polynomials as basis functions for the pseudo-spectral dis-
cretization method. Further work should study other choices of basis functions: for instance,
Chebyshev polynomials, eigenfunctions of the linearized equations, or problem-specific basis
like the Bessel functions (see, e.g., Vu et al. (2013)).

The power-preserving semi-discretization methods used in this thesis are used only for
1D systems. The extension of these methods for 2D and 3D is foreseen. The main difficulty
is how to perform exact differentiation in spatial dimensions larger than one. Other power-
preserving methods, like the explicit simplicial discretization (Seslija, Scherpen, and van der
Schaft, 2014) seem to be more appropriate for discretization of 2D and 3D systems.
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We only worked on the power-preserving spatial discretization. To perform time integra-
tion, classical ODE and DAE integration tools were used. Further work should also take
advantage of the port-Hamiltonian structure of the finite-dimensional systems to perform
power-preserving time integration using symplectic numerical schemes (see, e.g., Leimkuhler
and Reich (2005)).

Control

Although only one input and one output were used in the experiment, the methodology can
also be used for MIMO systems. One limitation of the proposed method is that a precise
dynamical model of the plant is necessary to compute the observer dynamics. Further work
should be done to analyze the robustness characteristics of this control technique. In partic-
ular, we should focus on how to design the state observer to improve the system robustness
to modeling uncertainties.

Another interest would be on developing more complex passivity-based control laws. Other
passivity-based techniques can be applied (instead of the simple damping injection). For
instance, the system can be coupled with another pHs (in order to control specific modes, for
example).

Toward more complex systems and flexible airplane modeling
using pHs?

In this thesis, we focused on the modeling of a relatively simple fluid-structure coupled system.
One of the main characteristics of the pHs, that motivated this work, is that it intrinsically
provides a modular framework for modeling. Each subsystem has an independent model, that
can be substituted according to necessity. For instance, if we need a better modeling of the
fluid dynamics, there is no need to restart the modeling process from the very beginning. Since
the interconnection structure between the components remains the same, only the modified
subsystem must be changed.

Therefore, once the tools to semi-discretize and manipulate the port-Hamiltonian systems
are implemented, modeling systems of arbitrary complexity becomes straightforward.

Furthermore, the use of efficient semi-discretization methods (like pseudo-spectral meth-
ods) leads to models of relatively low dimension, which are suitable for simulation and control
design.

One interesting and almost straightforward application of the methods presented here is
the modeling of complex flexible space structures and flexible robotic manipulators.

The increased structural flexibility in most recent airplane designs and the trend for even
more flexible structures in the future were motivations for the studies performed in this thesis.
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The methods proposed in this work could be used for modeling the flight dynamics of flexible
airplanes after implementing a few additional extensions (rigid body degrees of freedom in
the beam equations, aerodynamic forces, etc.).
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Appendix A

Detailed derivation of full fluid
equations as a port-Hamiltonian

system

The goal of this appendix is to rewrite the Eqs. 6.6 using the port-Hamiltonian formalism.
First, we have to write the Hamiltonian, given by the sum of the fluid kinetic and potential
energies (Eqs. 6.2 and 6.3), and the tank kinetic energy 1

2mT Ḋ
2:

H =
∫ a/2

z=−a/2

(
ρbg(h

2

2 cos θ + hz sin θ)+

+1
2ρbh

(
(u+ Ḋ cos θ)2 + (−Ḋ sin θ + zθ̇)2

))
dz+1

2mT Ḋ
2, (A.1)

then, two new moment variables are defined, one for the translation p and other for the
rotation pθ:

p := ∂H

∂Ḋ
=
∫ a/2

z=−a/2
bhρ(u+ Ḋ cos θ) dz cos θ + (mT +mF sin θ)Ḋ

−
∫ a/2

z=−a/2
ρbhz dz sin θθ̇ ,

pθ := ∂H

∂θ̇
=−

∫ a/2

z=−a/2
ρbhz dz cos θḊ +

∫ a/2

z=−a/2
ρbhz2 dzθ̇ ,

where mF is the fluid mass: mF =
∫ a/2
z=−a/2 ρbhdz, which is constant.

By using the following change of variables: α1(z, t) = bh(z, t) and α2(z, t) = ρ(u(z, t) +
Ḋ(t) cos θ(t)), the moment variables become:

p =
∫ a/2

z=−a/2
α1α2 dz cos θ + (mT +mF sin θ)Ḋ −

∫ a/2

z=−a/2
ρα1z dz sin θθ̇ ,

pθ = −
∫ a/2

z=−a/2
ρα1z dz cos θḊ +

∫ a/2

z=−a/2
ρα1z

2 dz θ̇ .
(A.2)
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We can write Ḋ and θ̇ as function of the new moment variables:

Ḋ = AD + Cpθ −Dp
C2 − BD

,

θ̇ = −AC + Bpθ − Cp
C2 − BD

,

(A.3)

where A, B, C and D are defined as follow:

A[α1, α2, θ] :=
∫ a/2

z=−a/2
α1α2 dz cos θ ,

B(θ) := mT +mF sin θ ,

C[α1, θ] := −
∫ a/2

z=−a/2
ρα1z dz sin θ ,

D[α1] :=
∫ a/2

z=−a/2
ρα1z

2 dz .

(A.4)

The new Hamiltonian, as function of α1(z, t), α2(z, t), p(t), D(t), pθ(t), θ(t) is then given
by:

HF [α1, α2, D, p, θ, pθ] =
∫ a/2

z=−a/2

[
ρg(α

2
1

2b cos θ + α1z sin θ) + 1
2ρα1α

2
2

]
dz

− DA
2 − 2DAp+ 2CApθ +Dp2 − 2Cppθ + Bp2

θ

2(C2 − BD)

(A.5)

Computing the variational derivatives of the Hamiltonian with respect to each energy
variable:

δHF

δα2
= α1

α2
ρ

+ ∂H

∂A
δA
δα2

,

δHF

δα1
= ρg(α1

b
cos θ + z sin θ) + α2

2
2ρ + ∂H

∂A
δA
δα1

+ ∂H

∂C
δC
δα1

+ ∂H

∂D
δD
δα1

,

(A.6)

The partial derivatives of the H with respect to A, B, C and D are computed as:

∂HF

∂A
= −D(A− p) + Cpθ

C2 − BD
= −Ḋ ,

∂HF

∂B
= −A

2D2 + 2ACDpθ − 2AD2p+ C2p2
θ − 2CDppθ +D2p2

2(C2 − BD)2 = −Ḋ
2

2 ,

∂HF

∂C
= DA

2C +AC2pθ − 2DACp+ BDApθ − C2ppθ +DCp2 + BCp2
θ − BDpθ

(C2 − BD)2 = −Ḋθ̇ ,

∂HF

∂D
= −A

2C2 + 2ABCpθ − 2AC2p+ B2p2
θ − 2BCppθ + C2p2

2(C2 − BD)2 = − θ̇
2

2 ,

(A.7)
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Detailed derivation of full fluid equations as a port-Hamiltonian system

and the variational derivatives of A, B, C and D with respect to α1 and α2 are given by:

δA
δα1

(α1, α2, θ) = α2 cos θ , δA
δα2

(h, v, θ) = α1 cos θ , (A.8)

δB
δα1

(θ) = 0 , δB
δα2

(θ) = 0 , (A.9)

δC
δα1

(α1, θ) = −ρz sin θ, δC
δα2

(α1, θ) = 0 , (A.10)

δD
δα1

(α1) = ρz2 ,
δD
δα2

(α1) = 0 , (A.11)

So we the variational derivatives from Eq. A.6 can be rewritten as:

eF2 := δHF

δα2
= α1α2

ρ
− Ḋα1 cos θ = bh(u+ Ḋ cos θ)− Ḋbh cos θ = bhu ,

eF1 := δHF

δα1
= ρg(α1

b
cos θ + z sin θ) + α2

2
2ρ − Ḋα2 cos θ + Ḋθ̇ρz sin θ − ρ(θ̇z)2

2 ,

= ρg(h cos θ + z sin θ) + ρ
u2

2 + Ḋθ̇ρz sin θ − 1
2ρ
(
(Ḋ cos θ)2 + (θ̇z)2

)
.

(A.12)

Finally, the dynamic Equations 6.6 can be written as:

∂α1
∂t

(z, t) = − ∂

∂z

(
eF2

)
,

∂α2
∂t

(z, t) = − ∂

∂z

(
eF1

)
.

(A.13)

In addition, the rigid body equations can be found. First, the partial derivatives of the
Hamiltonian with respect to each rigid body variable must be computed:

eFp := ∂HF

∂p
= AD + Cpθ −Dp

C2 − BD
= Ḋ ,

eFpθ := ∂HF

∂pθ
= −AC + Bpθ − Cp

C2 − BD
= θ̇ .

(A.14)

Thus, the rigid body equations are given by:

∂p

∂t
(t) = −eFD + Fext ,

∂D

∂t
(t) = eFp ,

∂pθ
∂t

(t) = −eFθ +Mext ,

∂θ

∂t
(t) = eFpθ .

(A.15)
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The fluid and rigid body equations can be rewritten using a matrix form:

∂

∂t



α1(z, t)
α2(z, t)

p

D

pθ(t)
θ(t)


=



0 −∂z 0 0 0 0
−∂z 0 0 0 0 0

0 0 0 −1 0 0
0 0 1 0 0 0
0 0 0 0 0 −1
0 0 0 0 1 0





eF1
eF2
eFp
eFD
eFpθ
eFθ


+



0 0
0 0
1 0
0 0
0 1
0 0


[
Fext
Mext

]
, (A.16)

and outputs:

[
Ḋ

θ̇

]
=
[
0 0 0 0 1 0
0 0 1 0 0 0

]


eF1
eF2
eFp
eFD
eFpθ
eFθ


. (A.17)

The power balance of this system is given by:

dHF

dt = uuuF∂
T
yyyF∂ + ḊFext + θ̇Mext, (A.18)

where uuuF∂ =
[
eF1 (a/2, t) eF2 (−a/2, t)

]T
and yyyF∂ =

[
−eF2 (a/2, t) eF1 (−a/2, t)

]T
.
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Appendix B

Rigid body as a pHs

Two additional degrees of freedom are needed to include the inertias of the tank that were
not taken into account during the modeling of the sloshing in moving tanks: rotation due to
bending θB(t) and rotation due to torsion θT (t).

The equations of motion are given directly by Newton’s second law:

IRBB θ̈B(t) = Mext,B, (B.1)
IRBT θ̈T (t) = Mext,T, (B.2)

where IRBB and IRBT are the tank rotational inertias. The superscript RB stands for Rigid
Body. Mext,B is the sum of moments in bending direction and Mext,T is the sum of moments
in torsion direction.

Defining the following moment variables: pθB := IRBB θ̇B, and pθT := IRBT θ̇T , the previous
equations are rewritten as:

d

dt

[
pθB
pθT

]
= 0

[
∂HRB

∂pθB
∂HRB

∂pθT

]
+
[

1 0
0 1

] [
Mext,B
Mext,T

]

yRB =
[
θ̇B
θ̇T

]
=
[

1 0
0 1

] [
∂HRB

∂pθB
∂HRB

∂pθT

] (B.3)

where the Hamiltonian is equal to the kinetic energy:

HRB(pθB, pθT ) = 1
2

(
p2
θB

IRBB
+ p2

θT

IRBT

)
, (B.4)

and its rate of change is given by:

ḢRB = θ̇B ṗθB + θ̇T ṗθT (B.5)
= θ̇BMext,B + θ̇TMext,T .

Notice that these equations also represent a port-Hamiltonian system, with port variables
given by:

yyyRB =
[
θ̇B , θ̇T

]T
, uuuRB =

[
Mext,B , Mext,T

]T
. (B.6)
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Appendix C

Analytical solutions of sloshing and
beam equations

Here we recall some analytical solutions that exist for the linear PDEs used to model the
sloshing and beam motion. These analytical solutions were used to verify the limitations of
the shallow water model in § 6.3, and to validate the numerical schemes in § 10.2.

C.1 Sloshing models

C.1.1 Linearized Shallow Water Equations under translation

The linearized SWE are simply given by the wave equation:

∂2h̃

∂t2
(z, t) = gh̄

∂2h̃

∂z2 (z, t) , −a/2 < z < a/2 , (C.1)

where h̃(z, t) is the fluid height with respect to the equilibrium height h̄ at time t and position
z. The boundary conditions for a tank moving horizontally are given by:

g
∂h̃

∂z
(−a/2, t) = g

∂h̃

∂z
(a/2, t) = −A(t) , (C.2)

where A(t) is the tank lateral acceleration.

Applying the Laplace transform to Eq. C.1, with respect to time variable and assuming
zero initial conditions, we get:

s2 Lh̃(z, s) = gh̄
∂2

∂z2 Lh̃(z, s) , (C.3)

where s is the Laplace variable, Lh̃(s, x) is the Laplace transform of h̃(z, t).

The general solution of the second-order ODE (Eq. C.3) is given by:

Lh̃(z, t) = c1 cosh

 sz√
gh̄

+ c2 sinh

 sz√
gh̄

, (C.4)
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Sloshing models

where the coefficients of c1 and c2 depend on the boundary conditions (Eq. C.2). We find:

c1 = 0 c2 = −

√
gh̄

gs cosh
(

sa

2
√
gh̄

) LA(s) , (C.5)

where LA(s) is the Laplace transform of the tank acceleration.

Thus, the transfer function between lateral accelerations and the fluid height at a position
z is given by:

Lh̃
LA

(z, s) = −

√
gh̄ sinh

(
sz√
gh̄

)
gs cosh

(
as

2
√
gh̄

) , (C.6)

We can compute the pressure at any point of the fluid as: P = ρg(h̃+ h̄− y) (so that the
pressure is zero at free surface, and increases downward).

The force due to fluid is obtained from the integration of the pressure over walls:

LF (s) =
∫ h̄

y=0
bP (z = a/2, y, s) dy −

∫ h̄

y=0
bP (z = −a/2, y, s) dy,

=− 2
s
bhρ

√
gh tanh

(
as

2
√
gh

)
LA(s). (C.7)

Finally, the transfer function that relates the tank acceleration to the fluid force on the
walls is given by:

LF
LA

(s) = −2
s
bhρ

√
gh tanh

(
as

2
√
gh

)
. (C.8)

Furthermore, the poles of the previous transfer function are all in the imaginary axis and
are given by p = ±ωnj, where ωn are the natural frequencies:

ωSWn = π(2n+ 1)
√
gh

a
, n = 0, 1, 2, . . . (C.9)

C.1.2 Incompressible Euler equations

The incompressible Euler equations with dynamic boundary conditions to represent the free
surface allow a better modeling of the sloshing for tanks with large depth of fluid. Here
we only present the final transfer function and natural frequencies (used in § 6.3 to expose
the limitation of the shallow water model). See, e.g., Abramson (1966) and Cardoso-Ribeiro
et al. (2014) for the derivation of the transfer function and more complete results.
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As presented for the SWE in the previous section, the following transfer function represents
the relationship between the acceleration of the fluid A and the forces applied to the wall by
the fluid F :

LF
LA

(s) = −
(
abh̄ρ−

∞∑
n=0

8a3bρω2
n

gπ4(2n+ 1)4
s2

s2 + (ωIEn )2

)
(C.10)

where ωIEn is the natural frequency:

ωIEn =
√
g

(2n+ 1)π
a

tanh
((2n+ 1)π

a
h̄

)
. (C.11)

Remark C.1
Note that for a fixed n, ωIEn ∼ ωSEn for small h̄a .

C.2 Beam models

Here we recall the analytical solutions of the homogeneous Euler-Bernoulli and torsion equa-
tions, used for validation of the numerical methods in § 10.2. More details can be obtained,
e.g., in Leleu (2002) and Cardoso-Ribeiro et al. (2014).

C.2.1 Bending equations

The bending equations with piezoelectric actuators were obtained in Eq. 5.10. We recall it
here (now with uniform coeficients):

µẅ =− ∂2
z2

(
κ∂2

z2w
)

+ ∂2
z2 (Πab(z)kpv(t)) , (C.12)

The dynamic equations can be solved using separation of variables, which leads to an
infinite set of independent ordinary differential equations. The solution w(z, t) is given as an
infinite sum and approximating by truncating on the “n-th” term, we get:

w(z, t) =
∞∑
i=1

Wi(z)Twi (t) ≈
n∑
i=1

Wi(z)Twi (t) , (C.13)

where Twi (t) is i − th bending mode displacement, Wi(z) are the modal shapes, which are
given by (for fixed-free boundary conditions):

Wi(x) = − 1
sinh (βi L)− sin (βi L) [(cos (βi x)− cosh (βi x)) cosh (βi L) +

(cos (βi x)− cosh (βi x)) cos (βi L)]
(C.14)
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Beam models

The modal displacement can be computed from the following ODEs (for i = 1, 2, . . . ):

T̈wi (t) + (ωBi )2Twi (t) = kp(
∂Wi(a)
∂z

− ∂Wi(b)
∂z

)v(t), (C.15)

where ωBi is the i-th bending mode’s natural frequency, given by:

ωBi = β2
i

√
EI

µ
, (C.16)

where βi are the solutions of the following transcendental equation:

cos (β L) cosh (β L) + 1 = 0 . (C.17)

Finally, using the first N dynamic modal equations (Eq. C.15), and truncating Eq.C.13,
we can easily find a state space model, with v(t) as input and tip deflection as output:

ẋxx = Axxx+BBBv(t) .
w(L, t) = Cxxx .

(C.18)

C.2.2 Torsion dynamics

Similarly, analytical results for the torsion dynamics (Eq. 5.25) can be obtained using sepa-
ration of variables. Here we recall just the natural frequencies:

ωTi = i
π

2

√
GJ

IL2 , i = 1, 3, . . . . (C.19)

180



Appendix D

Including damping in the
discretized systems

As presented in § 4.1.3, it is possible to include dissipation in the pHs by introducing dissipative
ports together with appropriate constitutive relations. Although even a linear constitutive
relation given by a diagonal matrix with negative values can be used, we observed that such
choice might cause problems in the simulations and control design of semi-discretized pHs.
The goal of this appendix is to present strategies of how to choose these constitutive relations
in the semi-discretized pHs.

D.1 Semi-discretized pHs

All the semi-discretized models presented in this thesis can be written as:
−xxx1
−xxx2
yyy

yyyR

 =


0 −J12 −B1 −BR
−J21 0 −B2 0
BT

1 BT
2 Du 0

BT
R 0 0 0



∇xxx1Hd

∇xxx2Hd

uuu

uuuR

 , (D.1)

where J12 = −J21
T , uuu and yyy include the boundary and the distributed input/output ports; uuuR

and yyyR and distributed resistive ports, used specifically to introduce damping in the system.
To simplify, let us assume that uuu = 0:[

xxx1
xxx2

]
=
[

0 J12
J21 0

] [
∇xxx1Hd

∇xxx2Hd

]
+
[
I

0

]
uuuR,

yyyR =
[
I 0

] [∇xxx1Hd

∇xxx2Hd

] (D.2)

Notice a linear constitutive relation uuuR = −DyyyR, with positive-definite D, removes energy
from the system, since the power balance is given by:

Ḣ = − (∇xxx1Hd)T D∇xxx1Hd . (D.3)
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Damping choices that preserve the eigenstructure of the linear system

For instance, a simple D matrix like:

D = cI (D.4)

where I is the identity matrix and c a positive constant should work to introduce damping
in the system. However, we observed that this choice leads to small damping in higher
frequencies. For this reason, better choices ofD based in the linearized equations are proposed
in the following subsection.

D.2 Damping choices that preserve the eigenstructure of the
linear system

In this section, the linearized equations will be considered. In the nonlinear case, the equations
can be easily linearized around an equilibrium by computing the Hessian of the Hamiltonian
at the equilibrium point:

Q = ∂2H

∂(xxx1,xxx2)2 (xxx1eq,xxx2eq) . (D.5)

In the structural and linearized fluid equations, there is no direct coupling between these two
energy variables in the Hamiltonian (the coupling occurs only in the interconnection matrix
J). For this reason, it is possible to rewrite Q as:

Q =
[
Q1 0
0 Q2

]
, (D.6)

and the (linearized) equations with dissipation become:

ẋxx1 = −DQ1xxx1 + J12Q2xxx2 ,

ẋxx2 = J21Q1xxx1 ,
(D.7)

which can be rewritten as a single second-order differential equation:

I︸︷︷︸
M

ẍxx2 + J21Q1D(J21)−1︸ ︷︷ ︸
C

ẋxx2−J21Q1J12Q2︸ ︷︷ ︸
K

xxx2 = 0 . (D.8)

It is well known (Rayleigh damping) that any combination such:

C = αM + βK (D.9)

preserves the eigenstructure of original system (see, e.g., Caughey (1960), Caughey and
O’Kelly (1965) and Matignon and Hélie (2013)). This motivates two possible choices of
D:

D1 = α(Q1)−1, (D.10)
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such that the equation becomes:

ẍxx2 + αI︸︷︷︸
C=αM

ẋxx2 − J21Q1J12Q2xxx2 = 0 (D.11)

and
D2 = −J12Q2J21, (D.12)

such that the equation becomes:

ẍxx2−βJ21Q1J12Q2︸ ︷︷ ︸
C=βK

ẋxx2 − J21Q1J12Q2xxx2 = 0 . (D.13)

Finally, a damping matrix D based on the modal decomposition of the linearized system
is also possible. This choice allows specifying the values of damping ratio for each mode,
preserving the eigenvectors of the original system.

Assuming that Σ2 is a diagonal matrix with the eigenvalues of −J21Q1J12Q2 and W is a
matrix with the respective eigenvectors as columns, it is possible to decompose −J21Q1J12Q2
as:

− J21Q1J12Q2 = WΣ2W−1 . (D.14)

Using the following change of coordinates: Wz = q, Eq. 8 can be rewritten as:

z̈zz = −W−1J21Q1D(J21)−1Wżzz −W−1WΣ2W−1Wzzz , (D.15)

which simplifies to:
z̈zz = −W−1J21Q1D(J21)−1Wżzz − Σ2zzz . (D.16)

To specify the damping of each mode, the following equation must hold:

W−1J21Q1D(J21)−1W = 2Ξ
√

Σ2, (D.17)

where Ξ is a diagonal matrix with the individual damping ratios of each mode. Eq. D.17
holds for the following damping matrix D:

D3 = 2Q1
−1J21

−1WΞ
√

Σ2W−1J21 . (D.18)

Remark D.1
In this thesis, the damping model of Eq. D.18 was used since it allows specifying the damping
ratio for each mode of the system. This choice is important:

1. To improve the stability characteristics of the time-domain numerical integration, since
it mitigates spurious high-frequency oscillations (see simulations of the fluid-structure
system, in § 10.5).

2. For control design in Chapter 12. If damping is not taken into account or not well mod-
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Damping choices that preserve the eigenstructure of the linear system

eled, the controller may cause an unstable behavior of the plant. For instance, a simple
damping model (as Eq. D.4) might cause instability, since the high-frequency modes
exhibit small damping ratios (thus, the controller may excite high-frequency unmodeled
dynamics).
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Appendix E

Multi-model H∞ control application
to FSI

This appendix shows three methodologies that are tested for control design with the goal of
improving the damping characteristics of the fluid-structure system. The results were pre-
viously presented in Cardoso-Ribeiro, Matignon, and Pommier-Budinger (2015a). The three
methodologies are based on fixed-structure H∞ synthesis method (Apkarian and Noll, 2006).
First, a controller is designed for a nominal plant considering a partially filled tank (50%
filled). Secondly, a controller is designed based on a multi-model approach, considering three
operating points of the plant. Thirdly, an uncertain sloshing model is taken into account and
an iterative multi-model robust design is implemented (inspired by Alazard et al. (2013) and
Apkarian, Dao, and Noll (2014)). All designs are simulated for different fillings of fluid.

Section E.1 motivates the use of robust control techniques, showing how fluid sloshing
affects the system frequency response. Different uncertainty modeling approaches are pre-
sented. Section E.2 briefly reviews the control strategies and the design choices. Finally,
Section E.3 presents the results and comparisons between the different control designs.

E.1 Uncertainties

Uncertainties of structural dynamic models come from several sources. The most well known
is the unmodeled high frequency dynamics: when modeling structural dynamics, we repre-
sent a finite dimensional approximation of infinite-dimensional equations. This means that
inevitably we are neglecting high-frequency dynamics, which will not be well represented by
the nominal model. Designing a control law for a low order system without this in mind
can lead to instability (the so-called ”spill-over” effect), by excitation of modes that were not
predicted by nominal plant. Most robust control applications (not only for flexible structures)
use some kind of roll-off filter, to avoid the excitation of unmodeled high order dynamics.

Many other uncertainties appear during the modeling process (uncertain material and
geometrical properties, non-ideal boundary conditions, and many simplification hypothesis
during the modeling process). All these factors can lead to uncertainties even in the low-
frequency range. For our coupled fluid-plate system, an additional uncertainty is the filling
of the tank, which changes considerably the frequency response of the system.
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Uncertainties

Structural dyn. a,ω̇F,M

yvP

I∑
δ

Uncertain added rigid inertia

Figure E.1: Structural dynamics coupled with
uncertain rigid body
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Figure E.2: Frequency response for the tank
filled with frozen liquid. Input given by exci-
tation of one piezoelectric patch, output given
by acceleration near the plate free tip.

A simple approach would be to consider that the fluid is a rigid body (frozen liquid). In
this case, we substitute the sloshing equations into a variable inertia (as represented in Fig.
E.1). Fig. E.2 shows the frequency response for several filling of frozen liquid.

Figure E.3 shows that such a simplification might be problematic. It shows the frequency
response for different fillings of water. A comparison with the ice case is also presented.
We can see that for small fillings, the rigid body approximation proves adequate. However,
for intermediate fillings, not only the first structural modes move considerably, but also new
modes appear due to sloshing. The behavior near the first structural mode is the most
complex one: the first mode (bending) is strongly coupled with sloshing modes, so that it
actually ”splits” in several ”coupled” modes in the frequency response. The most complicated
scenario happens when the tank is partially filled (from about 50% to 80%): in these cases,
the first structural mode is split in two high amplitude coupled modes.The sloshing dynamics
doesn’t affect the higher order structural modes considerably1.

The finite-dimensional sloshing model was used to develop an uncertain model for the
sloshing dynamics, considering the typical variations of sloshing natural frequencies (Table
E.1) from 25% to 75% of tank filling. The following expressions was used:

ωi,δ = ωi,n(1 + viδi), (E.1)

where ωi,n is the nominal natural frequency of i − th sloshing mode, ωi,δ is the uncertain
natural frequency, δi is a parametric uncertainty such that δi ≤ 1 and vi is a constant value

1This is true for the theoretical linear sloshing model. However, nonlinear sloshing waves affects higher
order structural modes: in Ref. Cardoso-Ribeiro et al. (2014), we verified that nonlinear sloshing waves appear
when exciting the system near the second bending mode.
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Figure E.3: Frequency response of fluid-structure system vs ice simplification. Input given
by excitation of one piezoelectric patch, output given by acceleration near the plate free tip.
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Control design

Table E.1: Comparison of natural frequencies (in Hz) for different fillings and modeling
approaches

0 % ice 25% ice 25% slosh 50% ice 50% slosh 75% ice 75% slosh 100% ice
0.4362 0.5939 0.6748

1.2658 1.1165 1.1938 0.9613 1.261 0.8568 1.3992 0.8053
1.407 1.9144 2.211
2.1541 2.7271 2.8859
2.8618 3.3479 3.4147
3.4767 3.8433 3.8687
4.0068 4.2658 4.2749

10.2333 9.0874 9.3078 7.5205 7.7863 6.5578 6.9618 6.105
10.8059 9.6718 9.7317 9.0055 9.0647 8.4829 8.5191 8.1964
28.9622 27.5728 27.5841 26.116 26.1843 25.1382 25.2647 24.6623
80.1058 79.689 79.692 79.3792 79.3945 79.2203 79.268 79.1535

for each mode, representing the amount of uncertainty in each parameter. Similar uncertain
models are used to represent uncertain fluid inertia (considering a variation from 25% to 75%
of tank filling) and damping ratio (considering values from 0.005 to 0.015). The nominal
values are those for a half-filled tank. The uncertain model, used for control design, takes
into account the first 3 sloshing modes, 3 bending modes and 2 torsion modes.

The coupled model with parametric uncertainty can be represented as in Fig. E.4, where
∆ is a diagonal matrix with elements δi. A set of resulting resulting dynamics (for random
∆) is presented in Fig. E.5.

E.2 Control design

In this work, SYSTUNE was used to find a fixed-order optimal controller, considering the
scheme of Fig. E.6. In addition to minimizing chosenH∞ norms, this tool allows the definition
of constraints. The following control design problem is then considered:

min︸︷︷︸
K(s) stabilizing

||Tz1d1 ||∞, (E.2)

constrained to: ||Tz2d2 ||∞ ≤ 1.

The weightW1 is used to shape the maximum bounds of the controller. This allow shaping
the controller crossover frequency (avoiding spill-over) and maximum amplitude (avoiding
saturation of actuators). The resulting controller will usually use the maximum available
control (||Tz2d2 ||∞ near to 1), that minimizes the effect of input disturbance (||Tz1d1 ||) on
output z1 (deflections near the plate tip).

Three different strategies are presented: first, the problem is solved for the nominal plant
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Figure E.4: Structural dynamics coupled with
uncertain slosh model
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Figure E.6: Control scheme with disturbance in input and control shaping in parallel

and the computed controller is tested for other plants. Secondly, a multi-model approach
considering several nominal plants was tested (presented in Section E.2.2). Thirdly, a robust
design approach is tested (presented in Section E.2.3).

For all these three design strategies, the performance weights were chosen as presented in
the following section.

E.2.1 Choice of performance weights

The key idea of H∞ control synthesis is to shape closed-loop characteristics by an appropri-
ate choice of weight functions. As explained before, W1 weights the actuators signals. By
increasing this weight, the allowed input signals (voltages) applied in the plant are reduced.
In addition, by choosing an appropriate frequency response for this weight, high-frequency
excitation and the spill-over effect can be avoided.
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P1

yu

K

d1 z1

P2

yu

K

d2 z2

Figure E.7: Multi-model control design

Weight W1 is chosen as:

W1(s) = k0

(
s/(2πf1) + 1
s/(2πf2) + 1

)n
(E.3)

where n = 4, f1 = 10Hz, f2 = 200Hz, k0 = 0.0001.

Weight Wd represents usual disturbances applied to the plant. Since the objective is to
reduce the effect of disturbances in the first modes, a low-pass filter is appropriate:

Wd(s) =
( 1
s/(2πfd) + 1

)
, (E.4)

where fd = 15Hz, chosen since the goal is to attenuate the vibration of the first modes.

E.2.2 Multi-model design using several nominal plants with different fill-
ings of fluid

Using H∞ design techniques with fixed-structure controller (like those implemented in the
Matlab function SYSTUNE) allows finding a controller that optimizes the H∞ norm for
several plants at the same time. The idea is to put several different plants in parallel, with
the same controller, as presented in Fig. E.7 for two plants P1 and P2. In this work, the
nominal dynamics of three different fillings of fluid (25%, 50% and 75%) are used. For all
plants, the performance weights are the same as presented in Section E.2.1.

E.2.3 Multi-model design for robust control using the uncertain plant

A more general problem of control is to design a controllerK(s) that minimizes a performance
objective (like the H∞ norm), but considering the plant parametric uncertainties (so that it
should be stable and have good performance characteristics in the uncertainty envelope). A
scheme that represents this problem is given in Fig.11.5. The µ-synthesis method is the usual

190



Multi-model H∞ control application to FSI

approach for this problem (D-K or D-K-G algorithms).

In this work, we use a recently developed approach (Refs. Apkarian, Dao, and Noll (2014),
Alazard et al. (2013)) that uses an iterative multi-model design, based on worst-case analysis.
The idea of the algorithm consists in:

1. Solving the problem for the nominal plant;

2. Verifying if the uncertain closed-loop system is robustly stable. If it is not, take the plant
parametric values for the worst-case uncertain plant ∆wc. Use this model together with
the nominal plant, for multi-model H∞ design. Repeat the process until the resulting
controller leads to a robustly stable closed loop.

3. Verifying if the desired performance goals are achieved for all the closed loop. If it is
not, include the worst case in the multi-model design approach.

4. Repeating the process until the system has robust stability and performance character-
istics.

For robust stability check, it is possible to use Matlab function ROBUSTSTAB, which
calculates the stability margin of uncertain systems and gives the parametric values of un-
certainty that causes instability. However, for the problem studied here, this function gives
worst-case values that are much bigger than the uncertainty ranges of this problem (which
would lead to a too conservative design), even for plants that are clearly not robustly stable.
For this reason, a Monte Carlo approach has been implemented: 100 closed loop systems
which are inside the uncertainty envelope are randomly generated; if some of them are unsta-
ble, the one with largest uncertainty is added to the multi-model design process. The process
is stopped when the designed controller is stable to all randomly generated systems.

E.3 Results

As explained in the previous section, three different controllers were designed for this plant.
First, a fixed-order controller was designed for the nominal plant, considering the tank half
filled. Secondly, a multi-model approach based on three nominal models for the plant was
designed. Thirdly, a multi-model approach based on the worst-case uncertainty was tested.
In this section, the three controllers are called non-robust, multi-model and robust design,
respectively.

All controllers were obtained using a fixed-structure (a 5th order state-space representa-
tion). The controlled dynamical system has two-inputs (voltage at two piezoelectric actuators)
and two outputs (measurements of accelerations at two points near the plate tip). Figures
E.9 and E.10 show the singular values frequency responses for the three closed loop-systems,
in comparison with the open loop. Similar results are obtained for the three controllers.
However, the non-robust design works only for the nominal plant: using almost any other
plant in the uncertainty envelope leads to instability. Fig. E.11 shows the singular values for
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Figure E.8: Maximum singular values for each controller and comparison with upper boundary
1/W2.
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Figure E.9: Singular values for the nominal re-
duced order plant (filling = 50%), using differ-
ent control strategies
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order plant with filling = 75%, using different
control strategies
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Figure E.11: Singular values for the uncertain reduced order plant - 100 hundred random
samples for each case are presented

the closed loop of the uncertain plants. While the multi-model and robust design shows good
attenuation characteristics for all the randomly generated plants, several undesired peaks ap-
pear when using the non-robust controller. The two multi-design models happen to be robust,
working well both on the uncertainty envelope as well as when using a higher-order model
of the plant, with different fillings of fluid. Singular value frequency responses of high order
plant using these two controllers are presented in Figs. E.12 and E.13, considering fillings of
25% and 75%.

The proposed controllers were tested on the experimental device. The controllers were
implemented using MATLAB Simulink, on Real time Windows Target, with a NI 6024-E
board. A sample time of 0.001 s was used. The accelerations were measured by two 4371
Bruel & Kjær accelerometers (located near the plate free tip), with two charge amplifiers
(Type 2635). The two PZT piezoelectric actuators were saturated at 150 V.

One experimental time response is presented in Fig. E.14 for the robust controller. Open-
loop and closed-loop systems were both excited during 60 seconds with a 100 V sine wave at
the first resonance frequency (0.7 Hz). In the closed-loop case, controller is activated only
after the sine wave excitation. It is possible to see from acceleration measurements that the
proposed controller significantly increases the system damping.

Frequency response for experimental results is presented in Fig. E.15 for a filling ratio
of 75 %. The controller used in this figure is the robust one. It is possible to see that, as
predicted, the first three modes are very well attenuated when using the control. Similar
results were obtained for other filling ratios and using the multi-model control design.
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Figure E.12: Singular values for the high order
plant (filling = 25%), using different control
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Figure E.13: Singular values for high order
plant (filling = 75%), using different control
strategies
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piezoelectric actuations; output: acceleration measurement near plate free tip. Closed-loop
system uses robust design - 75 % filled tank

E.4 Conclusions

This appendix presented three control strategies for improving the damping characteristics of
the fluid-structure system:

• design directly from the nominal plant (called “non-robust”);

• a multi-model design, considering three operating points of the plant;

• a robust iterative method, that uses the uncertain model with multi-model design.

The results, presented in Section E.3 are promising: except for the non-robust design,
the two others exhibited good stability and performance characteristics in the uncertainty
envelope and using a high-order model. Experimental results showed that the proposed
designs improved damping characteristics of the actual plant.
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